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1 The Hahn-Banach Theorem

1.1 The real Hahn-Banach theorem

Theorem 1.1 (Hahn-Banach, analytic form). Let V be a vector space over R, and let
p : V → R be a map which satisfies

1. positive homogeneity: p(λx) = λp(x) for all x ∈ V , λ > 0,

2. subadditivity: p(x+ y) ≤ p(x) + p(y) for all x, y ∈ V .

Let W ⊆ V be a linear subspace and let g : W → R be a linear form such that g(x) ≤ p(x)
for all x ∈ W . Then there exists a linear form f : V → R which agrees with g on W such
that f(x) ≤ p(x) for all x ∈ V .

Proof. We will use Zorn’s lemma to obtain f . For notation, we write D(f) as the domain
of f . Let us consider the set

P = {h | h : D(h)→ R, D(h) ⊆ V is a linear subspace s.t. W ⊆ D(h),

h|W = g, h(x) ≤ p(x), x ∈ D(h)}.

P 6= ∅ because g ∈ P . P is equipped with the partial order relation ≤:

h1 ≤ h2 ⇐⇒ D(h1) ⊆ D(h2) and h2 extends h1.

Claim: The set P is inductive, in the sense that any totally ordered subset Q ⊆ P has
an upper bound; i.e. there exists x ∈ P such that a ≤ x for all a ∈ Q. Write Q = (hj)j∈I .
Let D(h) =

⋃
j∈I D(hj), and define h by saying x ∈ D(hj) =⇒ h(x) = hj(x). The

function h is well defined, h ∈ P , and hj ≤ h for all j ∈ I.
By Zorn’s lemma, we conclude that P has a maximal element f , in the sense that if

f ≤ h ∈ P , then h = f . We have to check that D(f) = V ; proceed by contradiction. If
D(f) 6= V , let x0 ∈ V \ D(f), and define h by D(h) = D(f) + Rx0 and for x ∈ D(f),
h(x + tx0) = f(x) + tα, where α ∈ R is to be chosen such that h ∈ P (h(x) ≤ p(x) for
x ∈ D(h)).

We have to arrange: f(x) + tα ≤ p(x+ tx0) for all t ∈ R and x ∈ D(f). By the positive
homogeneity of p, we need only check when t = ±1. So we need to satisfy:

f(x) + α ≤ p(x+ x0) f(x)− α ≤ p(x− x0).

In other words, we have to choose α so that

sup
y∈D(f)

f(y)− p(y − x0) ≤ α ≤ inf
x∈D(f)

p(x+ x0)− f(x).

This is possible as f(y) − p(y − x0) ≤ p(x + x0) − f(x) for all x, y ∈ D(f), which follows
from f(x+ y) ≤ p(y − x0) + p(x+ x0) (by p(x+ y) ≥ f(x+ y)). We conclude that f ≤ h,
h 6= f , which contradicts the maximality of f .
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1.2 The complex Hahn-Banach theorem

Definition 1.1. Let V be a vector space over K = R or C. A function p : V → [0,∞) is
a seminorm if

1. p(λx) = |λ|p(x) for all x ∈ V , λ ∈ K

2. p(x+ y) ≤ p(x) + p(y) for all x, y ∈ V .

Theorem 1.2 (Hahn-Banach, complex version). Let V be a vector space over C, W ⊆ V
a C-linear subspace, and p : V → [0,∞) a seminorm. Let g : W → C be C-linear such that
|g(x)| ≤ p(x) for all x ∈ W . Then g can be extended to a C-linear form f : V → C such
that |f(x)| ≤ p(x) for all x ∈ V .

Proof. Let g = g1 + ig2, where g1(x) = Re(g(x)) and g2(x) = Im(g(x)); g1, g2 are R-linear.
and defined on W . Note that g1(iy) = Re(g(iy)) = Re(ig(y)) = −g2(y), so we can recover
g2 from g1. Now g1(y) ≤ p(y) for all y ∈ W , so by the real version of the Hahn-Banach
theorem, there exists an R-linear f1 : V → R such that f1|W = g1 and f1(x) ≤ p(x) for
all x ∈ V . Let f(x) = f1(x) − i(f1(ix)). Then, by our previous observation, f |W = g.
Note that f is R-linear and f(ix) = f1(ix) − if1(−x) = i(f1(x) − if1(ix)) = if(x), so
f is C-linear. Finally, we check that |f(x)| ≤ p(x) for all x ∈ V . If f(x) 6= 0, write
f(x) = |f(x)|eiϕ with ϕ ∈ R. Then

|f(x)| = e−iϕf(x) = f(e−iϕx) = f1(e−iϕx) ≤ p(e−iϕx) = p(x).

1.3 Introduction to dual spaces

Definition 1.2. Let B be a complex Banach space. The dual space B∗ is the space of
linear continuous maps ξ : B → C.

The form on B ×B∗ given by (x, ξ) 7→ ξ(x) = 〈x, ξ〉 is bilinear. There may exist linear
forms in B∗ which are not of the form ξ 7→ 〈x, ξ〉.
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2 Dual Spaces and the Geometric Hahn-Banach Theorem

2.1 The dual space

Last time, we established the analytic version of the Hahn-Banach theorem. Given Banach
spaces B1, B2, let L(B1, B2) be the space of continuous linear maps T : B1 → B2. Then
L(B1, B2) is a Banach space when equipped with the norm

‖T‖ = sup
06=x∈B1

‖Tx‖B2

‖x‖B1

.

Remark 2.1. To get that L(B1, B2) is complete, we only need that B2 is complete.

Here is a special case of this construction.

Definition 2.1. Let B be a complex Banach space. The dual space B∗ = L(B,C) is the
space of linear continuous forms on B.

When x ∈ B and ξ ∈ B∗, write 〈x, ξ〉 := ξ(x) so that the form (x, ξ) 7→ 〈x, ξ〉 on B×B∗
is bilinear.

Example 2.1. Let B = L1(R). Then B∗ = L∞(R). We claim that there exists a con-
tinuous linear form on L∞(R) which is not of the form u 7→ 〈f, u〉 =

∫
fu dx. Indeed,

by the Hahn-Banach theorem, there exists a linear continuous form L on L∞(R) such
that L(u) = u(0) whenever u ∈ L∞(R) ∩ C(R). If we assume that for some f ∈ L1,
L(u) =

∫
fu dx for all u ∈ L∞, then in particular,

∫
fϕ dx = 0 for all continuous func-

tions of compact support with ϕ = 0 near 0. This implies that f = 0 a.e., which is a
contradiction.

Definition 2.2. The norm on B∗ is given by

‖ξ‖B∗ = sup
06=x∈B

| 〈x, ξ〉 |
‖x‖B

.

Proposition 2.1. For all x ∈ B,

‖x‖B = sup
06=ξ∈B∗

| 〈x, ξ〉 |
‖ξ‖B∗

.

Proof. We have | 〈x, ξ〉 | ≤ ‖x‖‖ξ‖ by definition for all ξ ∈ B∗. So

sup
ξ 6=0

| 〈x, ξ〉 |
‖ξ‖

≤ ‖x‖.
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On the other hand, let W = Cx ⊆ B, and let ξ0 : W → C be αx 7→ α‖x‖. We have
|ξ0(y)| = ‖y‖ for all y ∈W , so by Hahn-Banach, ξ0 extends to ξ̃ ∈ B∗ such that |ξ̃(y)| ≤ ‖y‖
for all y ∈ B and ξ̃(x) = ‖x‖. So ‖ξ̃‖ = 1, which gives us

‖x‖ =
|〈x, ξ̃〉|
‖ξ̃‖

≤ sup
ξ 6=0

|〈x, ξ̃〉|
‖ξ̃‖

.

Remark 2.2. This proposition implies that the natural map ϕ : B → B∗∗ given by
x 7→ (ξ 7→ 〈x, ξ〉) is an isometry. The range is closed but may be strictly smaller than B∗∗.

2.2 Geometric version of the Hahn-Banach theorem

Definition 2.3. Let V be a normed vector space over R. An affine hyperplane in V is
a set of the form H = f−1(α), where α ∈ R, f is linear, and f 6= 0.

Proposition 2.2. The affine hyperplane H = f−1(α) is closed if and only if f is contin-
uous.

Proof. It is clear that if f is continuous, then H is closed. Conversely, if H is closed,
let x0 ∈ Hc, which is open. We may assume that f(x0) < α. Let r > 0 be such that
B(x0, r) = {x ∈ V : ‖x− x0‖ < r} ∩H = ∅.

We claim that f(x) < α for all x ∈ B(x0, r). If f(x1) > α for some x1 ∈ B(x0, r), then
the line segment {tx0 + (1− t)x1 : 0 ≤ t ≤ 1} ⊆ B(x0, t), so f(tx0 + (1− t)x1) 6= α for all

t. If t = α−f(x0)
f(x1)−f(x0) ∈ (0, 1), we get a contradiction.

We get f(x0 + ry) < α for all y with ‖y‖ = 1. So f is bounded, and hence f is
continuous.

Definition 2.4. Let V be a normed vector space over R, and let A,B ⊆ V . We say that
the affine hyperplane H = f−1(α) separates A and B if we have f(x) ≤ α for all x ∈ A
and f(x) ≥ α for all x ∈ B.

Theorem 2.1 (geometric Hahn-Banach). Let V be a normed vector space over R, and let
A,B ⊆ V be convex, disjoint, and nonempty. Assume also that A is open. Then there
exists a closed affine hyperplane separating A and B.

This is sometimes called the “seperation theorem.” We will prove this next time. Here
is the idea of the proof. Given an open convex set C ⊆ V , define the gauge of C as
p(x) = inf{t > 0 : x/t ∈ C}.
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3 Proof of the Geometric Hahn-Banach Theorem

3.1 Gauges and the real geometric Hahn-Banach theorem

Theorem 3.1 (geometric Hahn-Banach). Let V be a real normed vector space with A,B ⊆
V convex, nonempty and disjoint. Also assume A is open. Then there exists a closed affine
hyperplane separating A and B.

Before we prove this, we need a bit of background.

Definition 3.1. Let C ⊆ V be convex and open such that 0 ∈ C. Define the gauge of C
as

p(x) = inf{t > 0 : x/t ∈ C}.

Lemma 3.1. The gauge of C satisfies the following properties:

1. p(λx) = λp(x) for λ > 0 and x ∈ V

2. p(x+ y) ≤ p(x) + p(y) for x, y ∈ V

3. there exists M > 0 such that p(x) ≤ M‖x‖ for all x ∈ V ( =⇒ p is continuous at
0).

4. C = {x ∈ V : p(x) < 1}

Proof. (i) is clear.
(iii) Let r > 0 be such that {x : ‖x‖ ≤ r} ⊆ C. Then for all x with ‖x‖ = 1, rx ∈ C,

so p(x) ≤ 1/r. So p(x) ≤ ‖x‖/r for all x ∈ V .
(iv) We first show C ⊆ {x : p(x) < 1}. If x ∈ C, then (1 + ε)x ∈ C for ε small. So

p(x) ≤ 1/(1 + ε) < 1. On the other hand, if p(x) < 1, then x/t ∈ C for some 0 < t < 1. So
x = t(x/t) + (1− t)0 ∈ C (by convexity of C).

(ii) Let x, y ∈ V and ε > 0. Then x/(p(x) + ε), y/(p(y) + ε) ∈ C, and their convex
combination

t
x

p(x) + ε
+ (1− t) y

p(y) + ε

is also in C for 0 ≤ t ≤ 1. Take t = (p(x) + ε)/(p(x) + p(y) + 2ε). So

x+ y

p(x) + p(y) + 2ε
∈ C

which gives us that p(x+ y) < p(x) + p(y) + 2ε. So p is subadditive.

Lemma 3.2. Let C ⊆ V be open, convex, and nonempty, and let x0 /∈ C. Then there
exists a continuous linear form f : V → R such that f(x) < f(x0) for all x ∈ C. In
particular, the closed affine hyperplane H = f−1(f(x0)) separates x0 and C.
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Proof. By translation, we may assume that 0 ∈ C. Let g : Rx0 → R send tx0 7→ t. Then
g(tx0) ≤ p(tx0) for any t ∈ R, where p is the gauge of C; indeed, for t ≤ 0, this is ok,
and if t > 0, this is also ok, as p(x0) ≥ 1. By the analytic version of the Hahn-Banach
theorem, g extends to a linear form f : V → R such that f(x0) = 1 and f(x) ≤ p(x) for
any x ∈ V . In particular, f(x) < 1 = f(x0) for x ∈ C. The function f is continuous as
f(x) ≤ p(x) ≤M‖x‖ for all x ∈ V .

We are now ready to prove the geometric Hahn-Banach theorem.

Proof. Let C = A − B = {x − y : x ∈ A, y ∈ B}. Then C is convex because A,B are
convex, 0 /∈ C, and C is open (because C =

⋃
y∈B(A− y), which is a union of open sets).

By the previous lemma, there exists a linear continuous form f such that f < 0 on C.
Then f(x) < f(y) for x ∈ A and y ∈ B. If supx∈A f(x) ≤ α ≤ infy∈B f(y), then f−1(α)
separates A and B.

3.2 The complex geometric Hahn-Banach theorem

Definition 3.2. Let V be a vector space over K = R or C. We say that M ⊆ V is
balanced if λx ∈M for all x ∈M and λ ∈ K with |λ| ≤ 1.

Proposition 3.1. Let V be a normed vector space over C, and let C ⊆ V be open, convex,
nonempty, and balanced. Let x0 /∈ C. Then there exists a complex linear continuous map
f : V → C such that f(x0) 6= f(x) for all x ∈ C. In particular, the closed affine hyperplane
H = f−1(f(x0)) contains x0 and does not meet C.

Proof. Since C is balanced, 0 ∈ C. Let p be the gauge of C. Then C = {x : p(x) < 1},
and p is a seminorm; i.e. p(λx) = |λ|p(x) and p(x+y) ≤ p(x)+p(y). We can now conclude
that there is a continuous linear form f : V → C such that f(x0) = 1 and |f | ≤ p on V .
Then |f | < 1 on C, so f is continuous.

Remark 3.1. The gauge p of C (convex, open, balanced, contains 0) satisfies the following
inequality:

|p(x+ y)− p(y)| ≤ p(x) ≤M‖x‖.

So p is Lipschitz continuous on V .

Corollary 3.1. Let V be a normed vector space over C, and let A ⊆ V be a closed, convex,
nonempty, and balanced. Let x /∈ A. We can find a continuous linear form f on V such
that infy∈A |f(y)− f(x)| > 0.

Proof. Let ε > 0 be so small that (x+B(0, ε))∩A = ∅. The set B(0, ε)+A is open, convex,
balanced, and does not contain x, so by the previous lemma, there is a continuous linear
form f such that f(x) 6= f(y) + f(z), where y ∈ A and z ∈ B(0, ε). Here, f(B(0, ε)) 6= {0}
is a balanced subset of C, so it contains a neighborhood of 0.
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4 The Spanning Criterion and Runge’s Theorem

4.1 The spanning criterion

For the complex geometric Hahn-Banach theorem, we don’t actually need the assumption
that C is balanced.

Theorem 4.1 (complex geometric Hahn-Banach). Let V be a complex normed vector
space, and let C ⊆ V be open, convex, and nonempty. Let x0 /∈ C. Then there is a
continuous linear map f : V → C such that f(x) 6= f(x0).

Proof. We can regard V as a vector space over R. Then there exists a continuous R-linear
f1 : V → R such that f1(x) < f1(x0) for all x ∈ C. We set f(x) = f1(x)− if1(ix). This is
C-linear, continuous, and f(x) 6= f(x0).

Corollary 4.1. Let A ⊆ V be closed, convex, and nonempty. Let x /∈ A. Then there exists
a linear continuous f : V → C such that infy∈A |f(y)− f(x)| > 0.

We will return to the idea of a balanced set later, so our previous discussion is not a
waste.

Theorem 4.2 (spanning criterion). Let V be a normed vector space over C, and let W be
a linear subspace. Then the closure W can be described as follows:

W = {v ∈ V : f(v) = 0 for all f ∈ V ∗ s.t. f |W = 0}.

In other words,

W =
⋂
f∈V ∗
f |W=0

ker(f).

Proof. (⊆): If f is linear and continuous with f |W = 0, then f |W = 0. So W ⊆ ker(f).
(⊇): Let x /∈ W . W is closed and convex, so there exists a continuous linear form

f : V → C such that f(x) 6= f(y) for all y ∈W . In particular, f(x) 6= 0. Let y ∈W . Then
λy ∈ W for all λ ∈ C. So f(x) 6= λf(y) for all λ. Thus, f(y) = 0 for all y ∈ W . We get
f |W = 0 and f(x) 6= 0.

Remark 4.1. We can get the exact same statement in the real case, as well.

4.2 Runge’s theorem

We will have two types of applications of the Hahn-Banach theorem:

1. approximation theorems

2. existence theorems.

11



Theorem 4.3 (Runge). Let K ⊆ C be a compact set with Kc = C\K connected. Let f be
a function which is holomorphic in a neighborhood of K. Then for any ε > 0, there exists
a holomorphic polynomial g such that |f(z)− g(z)| ≤ ε for all z ∈ K.

Before we prove this, let’s mention a fact from complex analysis that we will need in
the proof.

Proposition 4.1. Let ω ⊆ C be a bounded, open set with C1-boundary and let u ∈ C1(ω).
Then

u(z) =
1

2πi

∫
∂ω

u(ζ)

ζ − z
dζ − 1

π

∫∫
ω

∂u

∂ζ
(ζ)

1

ζ − z
L(dζ),

where L(dζ) is Lebesgue measure in C, and

∂

∂ζ
=

1

2

(
∂

∂ Re(ζ)
+ i

∂

∂ Im(ζ)

)
is the Cauchy-Riemann operator.

Proof. Here is the idea. Apply the Stokes-Green formula to the function ζ 7→ u(ζ)/(ζ − z)
in ωε = {ζ ∈ ω : |ζ − z| > ε}:∫

∂ωε

u(ζ)

ζ − z
dζ = 2i

∫∫
ωε

∂

∂ζ

(
u(ζ)

ζ − z

)
︸ ︷︷ ︸

1
ζ−z

∂u
∂ζ

L(dζ)

and let ε→ 0+.

Proof. Apply the spanning criterion with V = C(K) (equipped with the sup norm) and
W = {p|K : p is a polynomial}. Let f be holomorphic in a neighborhood of K. To show
that f |K ∈ W , we need to show that if L ∈ C(K)∗ satisfies L(p) = 0 for all polynomials
p, then L(f) = 0. By the Riesz representation theorem, the dual of C(K) is the space
of (Radon) measures on K. We have to show that if µ is a measure on K such that∫
K z

n dµ(z) = 0 for all n, then
∫
K f(z) dµ(z) = 0.

Now let f ∈ Hol(ω), where ω is a neighborhood of K. Let ψ ∈ C1
0 (ω) (the set of C1

functions on ω with compact support) be such that ψ = 1 near K. Apply the proposition
to u = fψ ∈ C1

0 (C). Then

f(z)ψ(z) = − 1

π

∫∫
C
f(ζ)

∂ψ

∂ζ
(ζ)

1

ζ − z
L(dζ)

for all z ∈ K.
Consider ∫

K
f(z) dµ(z) =

∫
K

(
− 1

π

∫∫
C
f(ζ)

∂ψ

∂ζ
(ζ)

1

ζ − z
L(dζ)

)
dµ(z)

12



= − 1

π

∫∫
C\K

∂ψ

∂ζ
(ζ)f(ζ)

(∫
K

1

ζ − z
dµ(z)

)
L(dζ).

If suffices to show that ∫
K

1

ζ − z
dµ(z) = 0,

where ζ ∈ C \K. We will finish this next time.
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5 Müntz’s Theorem and the Poisson Equation

5.1 Müntz’s theorem

First, let’s finish our proof of Runge’s theorem.

Theorem 5.1 (Runge). Let K ⊆ C be a compact set with Kc = C\K connected. Let f be
a function which is holomorphic in a neighborhood of K. Then for any ε > 0, there exists
a holomorphic polynomial g such that |f(z)− g(z)| ≤ ε for all z ∈ K.

Proof. We had a measure µ on K such that
∫
K z

n dµ(z) = 0 for all n ∈ N, and we got was∫
K
f(z) dµ(z) = − 1

π

∫∫
C\K

∂ψ

∂ζ
f(ζ)M(ζ)L(dζ),

where

M(ζ) =

∫
K

1

ζ − z
dµ(z).

To finish the proof, it suffices to show that M = 0 on C\K. Consider the Laurent expansion
of M at ∞:

M(ζ) =
∞∑
j=0

1

ζj+1

∫
K
zj dµ(z) =

∞∑
j=0

1

ζj+1
0 = 0.

Then M = 0 for large |ζ|, and hence M = 0 in all of C\K because C\K is connected.

Theorem 5.2 (Müntz). Let (λj)j∈N be a sequence of distinct positive real numbers such
that λj → ∞ as j → ∞. Then the closed linear span of the functions 1, tλ1 , tλ2 , . . . in
C([0, 1]) is equal to C([0, 1]) if and only if

∞∑
j=1

1

λj
=∞.

Proof. We shall only prove the sufficiency of the series condition. By the spanning criterion,
we have to show the following: if µ is a finite complex Borel measure on [0, 1] such that∫

[0,1] 1 dµ(t) =
∫

[0,1] t
λj dµ(t) = 0 for all j, then for all f ∈ C[0, 1],

∫
f dµ = 0. We claim

that if
∫

[0,1] t
λj dµ(t) = 0 for all j, then

∫
[0,1] t

k dµ(t) = 0 for all k = 1, 2, . . . . The claim
implies the result by the Weierstrass approximation theorem.

We may assume that µ is concentrated on (0, 1] since the integrands tk all vanish at
t = 0. Consider the function F (ζ) =

∫
[0,1] t

ζ dµ(t), where ζ ∈ C with Re(ζ) > 0. Then

F is bounded and holomorphic in Re(ζ) > 0. We have F (λj) = 0 for all j. Map the
right half plane onto the disc: G(z) = F (ζ), where ζ = (1 + z)/(1 − z) for |z| < 1. Then
G ∈ Hol(|z| < 1) is bounded, and G(αj) = 0, where αj = (λj − 1)/(λj + 1)→ 1.

14



Recall now Jensen’s formula, which says that if f ∈ Hol(|z| < 1) such that f(0) 6= 0,
and (αk)

N
j=1 are the zeros of f (counting multiplicities) such that |αj | ≤ r < 1, then

∑
|αj |≤r

log
r

|αj |
=

1

2π

∫ 2π

0
log |f(reiϕ)| dϕ− log |f(0)|.

So if f is bounded, the right hand side is O(1) as r → 1. Using that log(t) ≥ 1 − t for
t ≥ 0, we get ∑

|αj |≤r

(r − |αj |) ≤ C

for r < 1. Letting r → 1, we get that if f ∈ Hol(|z| < 1) is bounded and not identically 0,
the zeros (αj) of f satisfy

∑
(1− |αj |) <∞.

In our case, αj = (λj − 1)/(λj + 1), and we may assume that αj > 0. Then∑
(1− |αj |) =

∑
(1− λj − 1

λj + 1
) =

∑ 2

λj+1
=∞.

Thus, G = 0, so F (ζ) =
∫

[0,1] t
ζ dµ(t) = 0 for Re(ζ) > 0.

5.2 Solving the Poisson equation using Hahn-Banach

We will try to solve the Poisson equation. Let Ω ⊆ Rn be a bounded open set, and let
f ∈ L2(Ω) be real-valued. Let ∆ =

∑n
j=1 ∂

2
xj be the Laplacian. We would like to solve the

equation ∆u = f in some sense. The existence of solutions to this equation can be reduced
to the proof of an inequality.

Proposition 5.1. There exists a constant A > 0 such that for any ϕ ∈ C2
0 (Ω) (C2 func-

tions on Ω with compact support), we have

‖ϕ‖L2(Ω) ≤ A‖∆ϕ‖L2(Ω).

We will prove this next time.

Remark 5.1. An inequality of this form holds for all differential operator with constant
coefficients, in place of ∆.
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6 Weak Solutions of the Poisson Equation and Strengthened
Hahn-Banach

6.1 Weak solutions of the Poisson equation

Last time, we were trying to solve the equation ∆u = f for f ∈ L2(Ω) with Ω ⊆ Rn open
and bounded.

Proposition 6.1. There exists a constant A > 0 such that for any ϕ ∈ C2
0 (Ω) (C2 func-

tions on Ω with compact support), we have

‖ϕ‖L2(Ω) ≤ A‖∆ϕ‖L2(Ω).

Proof. For simplicity of notation, we assume ϕ is real. Then, using integration by parts,∫
Ω
ϕ∆ϕdx =

∑
j

∫
Ω
ϕ
∂2ϕ

∂x2
j

dx = −
∑
j

∫
Ω

(
∂ϕ

∂xj

)2

dx = −
∫

Ω
|∇ϕ|2 dx.

Also, ∫
Ω
x1 2ϕ

∂ϕ

∂x1︸ ︷︷ ︸
=∂x1 (ϕ2)

dx = −
∫

Ω
ϕ2 dx

implies that, using Cauchy-Schwarz,

‖ϕ‖2L2 ≤ 2C

∫
Ω
|ϕ||∂x1ϕ| dx ≤ 2C‖ϕ‖L2‖∇ϕ‖L2 .

Thus,
‖ϕ‖L2 ≤ 2C2‖∆ϕ‖L2 .

Now let ∆C2
0 (Ω) = {∆ϕ : ϕ ∈ C2

0 (Ω)} ⊆ L2(Ω). Consider the linear form L :
∆C2

0 (Ω) → C that sends ∆ϕ 7→
∫

Ω fϕ dx, where f = ∆u. This form L is well-defined
(thanks to the proposition), and we get

|L(∆ϕ)| ≤ ‖f‖L2‖ϕ‖L2 ≤ 4C2‖f‖L2‖∆ϕ‖L2 .

By Hahn-Banach, L extends to a continuous linear form L̃ on all of L2(Ω) such that

|L̃(v)| ≤ 4C2‖f‖L2‖v‖L2

for any v ∈ L2(Ω). By the Riesz representation theorem, there exists u ∈ L2(Ω) such that
L̃(v) =

∫
Ω vu dx for any v ∈ L2 and ‖u‖L2 ≤ 4C2‖f‖L2 .

When v = ∆ϕ with ϕ ∈ C2
0 (Ω), we get∫

Ω
u∆ϕdx =

∫
Ω
fϕ dx.

If u were of class C2(Ω), we would get
∫

∆uϕ =
∫
fϕ ∀ϕ, so ∆u = f a.e. In general,

u ∈ L2(Ω) satisfying the above equation is called a weak solution of ∆u = f .
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6.2 Strengthened Hahn-Banach theorem

Theorem 6.1. Let V be a normed vector space over K = R or C, and let T : V → V
be a continuous linear map such that ‖T‖ ≤ 1 (‖Tx‖ ≤ ‖x‖ for all x ∈ V ). Assume that
T has a fixed point x0 6= 0 such that Tx0 = x0. Then there is a linear continuous form
f : V → K such that ‖f‖ = 1, f(x0) = ‖x0‖, and f(Tx) = f(x) for all x ∈ V .

Proof. Let us define ‖x‖T = inf ‖
∑∞

n=0 λnT
nx‖, where the inf is taken over all λn ≥ 0

such that
∑
λn = 1, where only finitely many are nonzero in this sum.1 We claim that

x 7→ ‖x‖T is a seminorm on V . We only need to check the triangle inequality. Let x, y ∈ V
and ε > 0. Then there exist λn ≥ 0 and µn ≥ 0 with

∑
λn =

∑
µn = 1 such that∥∥∥∑λnT

nx
∥∥∥ < ‖x‖T + ε,

∥∥∥∑µnT
ny
∥∥∥ < ‖y‖T + ε.

By the triangle inequality,

∥∥∥(∑λnT
n
)(∑

µnT
n
)

(x+ y)
∥∥∥ ≤

∥∥∥∥∥∥∥∥
(∑

λnT
n
)(∑

µnT
n
)

︸ ︷︷ ︸
norm≤1

x

∥∥∥∥∥∥∥∥
+

∥∥∥∥∥∥∥∥
(∑

λnT
n
)

︸ ︷︷ ︸
norm≤1

(∑
µnT

n
)
y

∥∥∥∥∥∥∥∥
≤ ‖x‖T + ‖y‖T + 2ε.

Now observe that

‖x+ y‖T ≤

∥∥∥∥∥∥
∑ ∑

n+m=j

λnµm

T j(x+ y)

∥∥∥∥∥∥ =
∥∥∥(∑λnT

n
)(∑

µnT
n
)

(x+ y)
∥∥∥ .

Apply Hahn-Banach with respect to this seminorm. Let g : Kx0 → C send αx0 7→
α‖x0‖. Then |g(y)| = ‖y‖ = ‖y‖T for all y ∈ Kx0. Then g extends to a linear form f such
that f(x0) = ‖x0‖ and |f(x)| ≤ ‖x‖T for x ∈ V . Finally, check that f(Tx) = f(x):

|f(Tx)− f(x)| = |f(Tx− x)| ≤ ‖Tx− x‖T = 0

for all x, where the last equality comes from∥∥∥∥ 1

N
(1 + T + · · ·+ TN−1)(Tx− x)

∥∥∥∥ =

∥∥∥∥ 1

N
(TNx− x)

∥∥∥∥ ≤ 2‖x‖
N

N→∞−−−−→ 0.

Remark 6.1. When T is the identity, this is the usual Hahn-Banach theorem.
1This is a really clever choice for a seminorm.
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6.3 Generalized Banach limits

Here is an application due to Banach himself. Let V = `∞(N) with elements x =
(x1, x2, . . . , ) with xj ∈ C. Let the shift operator be (Tx)j = xj+1. By the theorem, there
is a continuous linear form f : `∞ → C such that ‖f‖ = 1, f(1, 1, . . . ) = 1, f(Tx) = f(x)
for all x ∈ `∞. Note that

|f(x)| = |f(Tnx)| ≤ sup
j>n
|xj |,

so
|f(x)| ≤ lim sup

n→∞
|xn|.

For all c ∈ C plugging in x+ (c, c, . . . ) gives

|f(x)− c| ≤ lim sup
n→∞

|xn − c|.

So if (xn) converges, then f(x) = limn→∞ xn.

Remark 6.2. If x is a real sequence, lim inf xn ≤ f(x) ≤ lim supxn.
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7 Locally Convex Spaces

7.1 Topologies induced by seminorms

Let V be a vector space over K = R or C, and let (pα)α∈A be a family of seminorms on
V . We may introduce a topology on V as follows:

O ⊆ V is open if for any x ∈ O, there exists ε > 0 and finitely many seminorms
pα1 , . . . , pαJ such that Nα1,...,αJ ,ε =

⋂J
j=1{y ∈ V : pαj (y − x) < ε} ⊆ O. This defines a

topology on V , and the sets Nα1,...,αJ ,ε are open. We shall assume that (pα)α∈A separates
points: pα(x) = 0 for all α iff x = 0.

Remark 7.1. An open neighborhood of 0 of the form
⋂J
j=1{x ∈ V : pαj (x) < ε} is

balanced and convex.

Definition 7.1. A vector space with a topology defined by a family of seminorms is called
a locally convex space.

Proposition 7.1. A locally convex space is Hausdorff.

Proof. Let x, y ∈ V be distinct, and let α ∈ A be such that pα(x− y) 6= 0. Then the open
sets Ox = {z ∈ V : pα(x− z) < pα(x− y)/4} and Ox = {z ∈ V : pα(y − z) < pα(x− y)/4}
are disjoint.

Remark 7.2. In a locally convex space V , the vector operations + : V × V → V and
· : K × V → V , given by (x, y) 7→ x + y and (a, x) 7→ ax respectively, are continuous. In
particular, translations x 7→ x+ y are homeomorphisms.

Remark 7.3. In a locally convex space, the convex, balanced, open sets of the form⋂J
j=1{x ∈ V : pαj (x) < ε} form a fundamental system of neighborhoods of 0. Conversely,

assume that V is a vector space with a Hausdorff topology in which the vector operations
are continuous. Assume that 0 has a fundamental system of neighborhoods which are
convex and balanced. Then V is a locally convex space. Let N be such a neighborhood
of 0, and let p be gauge of N , p(x) = inf{t > 0 : x/t ∈ N}. Then we know that p is a
seminorm on V , and N = {x ∈ V : p(x) < 1}.

7.2 Continuity of seminorms

Proposition 7.2. Let V be a locally convex space with the topology defined by (pα)α∈A. A
seminorm p on V is continuous if and only if there is some constant C > 0 and α1, . . . , αJ
such that p(x) ≤ C

∑J
j=1 pαj (x) for all x ∈ V .

Proof. We have |p(x+ y)− p(y)| ≤ p(x), so p is continuous if and only if p is continuous at
0. To show that the condition for continuity is sufficient, we need that for all ε > 0, there
exists a neighborhood of 0 ∈ V such that x ∈ U =⇒ p(x) < ε. We can take pαj (x) < δ
for 1 ≤ j ≤ J and δ > 0.
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On the other hand, if p is continuous at 0, then there is a neighborhood U of 0 such
that x ∈ U =⇒ p(x) < 1. Thus, there exist ε > 0 and seminorms pα1 , . . . , pαJ such that
pαj (x) < ε ∀j ∈ {1, . . . , J} =⇒ p(x) < 1. Equivalently, if t > 0 and x is replaced by tx,
tpαj (x) < ε =⇒ tp(x) < 1. Take

t =
ε∑J

j=1 pαj (x) + µ
,

where µ > 0. We get

p(x) <
1

ε

 J∑
j=1

pαj (x) + µ


for all µ > 0.

Remark 7.4. Assume that we have 2 systems of seminorms on V , (pα)α∈A and (qβ)β∈B.
The locally complex topology defined by (pα) is stronger (has more open sets) the lo-
cally convex topology generated by (qβ) if and only if for any β ∈ B, we have qβ(x) ≤
C
∑J

j=1 pαj (x) for all x ∈ V .

Example 7.1. The space V = C(R) becomes a locally convex space with the topology
defined by the seminorms pn(f) = sup|x|≤n |f(x)|. This topology cannot be defined by
a single seminorm p. Otherwise, we would have that for every n, there is a constant
Cn > 0 such that pn(f) ≤ Cnp(f) for every f ∈ C(R). We can choose f ∈ C(R) such that
f(n) = nCn for all n, contradicting this inequality when n is large.

Next time, we will show that a locally convex topology is metrizable if and only if it
can be defined by countable many seminorms.
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8 Metrizability and Fréchet Spaces

8.1 Metrizability of locally convex spaces

Last time, we introduced the idea of a locally convex vector space V where the topology
is defined by a family of seminorms (pα)α∈A. Here, O ⊆ V is open if for all x ∈ I, there
exists an ε > 0 and pα1 , . . . , pαJ such that pαj (y − x) < ε ∀j =⇒ y ∈ O.

Theorem 8.1. A locally convex space V is metrizable if and only if the topology can be
defined by a countable family of seminorms.2 The metric can be chosen to be translation
invariant : d(x, y) = d(x− y).

Proof. ( =⇒ ): Each neighborhood of 0 contains a set of the form {x ∈ V : d(x, 0) < 1/n}
for n ∈ N. If the locally convex topology on V is defined by the seminorms (pα), them
for all n, there exists p(n), a positive linear combination of finitely many pα such that if
p(n)(x) < 1, then d(x, 0) < 1/n. So every neighborhood of 0 contains a set of the form
{x ∈ V : p(n)(x) < 1}, and thus the seminorms (p(n))n∈N define the topology.

( ⇐= ): Let us assume that the locally convex topology on V is generated by the
seminorms (pn)n∈N such that pn(x) = 0 ∀n ⇐⇒ x = 0. Set

d(x) =
∞∑
n=1

2−n
pn(x)

1 + pn(x)

for each x ∈ V . We have

1. d(x) > 0 for x 6= 0

2. d(−x) = d(x)

3. d(x+ y) ≤ d(x) + d(y): We need to check that f(t) = t/(1 + t) for t ≥ 0 is increasing
and subadditive. It is increasing because f(t) = 1 − 1

1+t . f(t)/t is decreasing, so
f(t)/t ≥ f(t+ s)/(t+ s) when t, s > 0. So f(t) + f(s) ≥ f(t+ s).

We get that d(x, y) = d(x− y) is a metric on V .
We check now that the topology defined by d is the same as the topology defined

by the pn. If d(x) < ε2−N for some ε ∈ (0, 1), then 2−npn(x)/(1 + pn(x)) < ε2−N for
n ≤ N . Then pn(x) < ε/(1− ε) for n ≤ N . So any set of the form “a finite intersection of
{x ∈ V : pn(x) < ε}” contains an open d-ball around 0.

Conversely, if pn(x) < ε/2 for all n ≤ N , then

d(x) =
N∑
n=0

2−n
pn(x)

1 + pn(x)︸ ︷︷ ︸
≤ε/(2+ε)

+
∞∑

n=N+1

2−n
pn(x)

1 + pn(x)︸ ︷︷ ︸
<1

< 2
ε

2 + ε
+ 2−N < ε

2We should also include the condition here that V is Hausdorff, but we assume this is always true in our
definition of locally convex spaces because we assume that the seminorms separate points.
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for N large enough such that 2−N < ε/2. Thus, any open d-ball around 0 contains all
finite intersections of sets of the form {x ∈ V : pn(x) < ε}.

Remark 8.1. If (xj)j∈N is in V , then xj → x ⇐⇒ d(xj , x)→ 0 ⇐⇒ pn(xj − x)→ 0 for
each n.

8.2 Fréchet spaces

Definition 8.1. A locally convex, metrizable, and complete space is called a Fréchet
space.

Example 8.1. Let Ω ⊆ Rn be open. The space C(Ω) is a Frèchet space with the topology
defined by the seminorms u 7→ supx∈K |u(x)| with compact K ⊆ Ω. The topology is
metrizable as it suffices to use u 7→ supKj |u|, where Kj = {x ∈ Ω : |x| ≤ j, d(x,Ωc) ≥ 1/j}.

If (uj) is a Cauchy sequence in C(Ω) (for compact K ⊆ Ω, if supK |uj−uk|
j,k→∞−−−−→ 0), then

there exists u ∈ C(Ω) such that uj → u in C(Ω). If Ω ⊆ C is open, then the space Hol(Ω)
is a Fréchet space viewed as a subspace of C(Ω) because a uniform limit of holomorphic
functions is holomorphic.

Example 8.2. Let Ω ⊆ Rn be open and j ∈ N ∪ {∞}. Then the space Cj(Ω) is a
Fréchet space with the topology given by the seminorms u 7→ supx∈K |∂αu(x)|, where
α = (α1, . . . , αn) ∈ Nn, ∂α = ∂α1

x1 · · · ∂
αn
xn , and |α| :=

∑n
k=1 αk ≤ j.

Let (V1, (pn)), (V2, (qn)) be Fréchet spaces. A linear map T : V1 → V2 is continuous
if and only if for any n, there exists ε > 0 and pi1 , . . . , pim such that pij (x) < ε ∀j =⇒
qn(Tx) < 1. This condition is equivalent to qn(Tx) ≤ Cn

∑m
j=1 pij (x) for all n.

Example 8.3. A linear form u : C∞(Ω)→ C is continuous if and only if there exist C > 0,
m ∈ N, and a compact K ⊆ Ω such that

|u(f)| ≤ C
∑
|α|≤m

sup
K
|∂αf |

for f ∈ C∞(Ω).
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9 Applications of Baire’s Theorem I: The Open Mapping
Theorem

9.1 The open mapping theorem

Banach used Baire’s theorem to prove a number of striking results in functional analysis.
Recall Baire’s theorem.

Theorem 9.1 (Baire category). Let E be a complete metric space, and let (Fn)n∈N be
closed in E containing no interior points. Then the union

⋃∞
n=1 Fn has no interior points

either. Moreover, E 6=
⋃∞
n=1 Fn.

Definition 9.1. We say that A ⊆ E is of the first category (or meager) if there exists
a sequence Fn of closed sets without interior points such that A ⊆

⋃∞
n=1 Fn.

Theorem 9.2 (Banach, open mapping theorem). Let F1, F2 be Fréchet spaces, and let
T : F1 → F2 be linear continuous. Then either im(T ) ⊆ F2 is of the first category, or else
im(T ) = F2 and the mapping T is open.

Proof. Let U be an open neighborhood of 0 in F1. We claim that T (U) contains a neigh-
borhood of 0 in F2, provided im(T ) is not of the first category. Let V be a balanced neigh-
borhood of 0 in F1 such that V + V ⊆ U . Then V is absorbing (for x ∈ F1, λx ∈ V for
sufficiently small |λ|). So F1 =

⋃∞
n=1 nV means that im(T ) =

⋃∞
n=1 T (nV ) ⊆

⋃∞
n=1 T (nV ).

Since im(T ) is not of the first category, for some n, T (nV ) = nT (V ) has an interior point.
Then T (V ) has an interior point. So there exists y ∈ F2 and a neighborhood W of 0 in F2

such that {y}+W ⊆ T (V ). Then y ∈ T (V ). V = −V since V is balanced, so −y ∈ T (V ).

So W ⊆ T (V ) + {−y} ⊆ (T (V )− T (V )) = T (V )− T (V ). We get W ⊆ T (V + V ) ⊆ T (U),
as claimed.

Let dF1 be a translation invariant metric on F1 generating the topology on F1, and define
dF2 similarly. Thus, for any r > 0, there exists ρ > 0 such that BF2(0, ρ) ⊆ T (BF1(0, r)).
The metrics dF1 , dF2 are translation invariant, so for any r > 0, there exists a ρ > 0 such
that for any x ∈ F1, BF2(Tx, ρ) ⊆ T (BF1(x, r)). Let r > 0 be arbitrary and let rn = r/2n

for n ∈ N . We get the corresponding ρn sequence such that BF2(Tx, ρn) ⊆ T (BF1(x, rn))
for all x ∈ F1. We can arrange so that ρn ↓ 0.

Let y ∈ BF2(Tx, ρ0). We shall show that there is an x′ ∈ F1 such that dF1(x, x′) ≤
2r and y = Tx′. Let x1 ∈ BF1(x, r0) be such that dF2(y, Tx1) < ρ1 ⇐⇒ y ∈
BF2(Tx1, ρ1) ⊆ T (BF1(x1, r1)). Let x2 ∈ BF1(x1, r1) be such that dF2(y, Tx2) < ρ2.
Then y ∈ BF2(Tx2, ρ2) ⊆ T (BF1(x2, r2)). Continuing in this fashion, we get a sequence
(xn) in F1 such that xn+1 ∈ T (BF1(xn, rn)). Then (xn) is a Cauchy sequence in F1, and
dF2(y, Txn) < ρn → 0. We get xn → x′ ∈ F1, where dF1(x, x′) ≤ 2r, and, since T is
continuous, Txn → Tx′. So y = Tx′.

So we get that for all r > 0, there exists ρ > 0 such that BF2(Tx, ρ) ⊆ T (BF1(x, 2r)).
Hence, im(T ) = F2, and T is open.
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Corollary 9.1. Let T : F1 → F2 be an injective, linear, continuous map between Frèchet
spaces. Then either the range of T is of the first category, or im(T ) = F2, and T is a
homeomorphism.

9.2 Application of the open mapping theorem to partial differential equa-
tions

Let P (D) =
∑
|α|≤m aαD

α, where Dα = Dα1
x1 · · ·D

αn
xn and Dxj = (1/i)∂xj be a partial

differentiation operator (on Rn) with constant coefficients aα ∈ C. Assume that for some
open set Ω ⊆ Rn, every solution u ∈ Cm(Ω) of Pu = 0 is in fact in Cm+1(Ω) (e.g.
P = ∆, the Laplacian). Then we have Im(ζ)→∞ if ζ →∞ on the suface in Cn given by
0 = P (ζ) =

∑
|α|≤m aαζ

α. We will do this in detail next time.
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10 Applications of Baire’s Theorem II: The Closed Graph
Theorem

10.1 Differential operators and the open mapping theorem

Last time, we had a differential operator P (D) on Rn with constant coefficients and of
order m such that if u ∈ Cm(Ω), with Ω ⊆ Rn open, then Pu = 0 =⇒ u ∈ Cm+1(Ω).
Write P (D) =

∑
|α|≤m aαD

α.

Proposition 10.1. If | Im(ζ)| → ∞ as |ζ| → ∞, then ζ ∈ P−1(0) ⊆ Cn, where P (ζ) =∑
|α|≤m aαζ

α.

Example 10.1. If P (D) = −∆ =
∑n

j=1D
2
xj , then P (ζ) =

∑n
j=1 ζ

2
j = ζ · ζ for ζ ∈ Cn.

We get P−1(0) = {ζ ∈ Cn : |Re(ζ)| = | Im(ζ)|,Re(ζ) · Im(ζ) = 0}. So |ζ| → ∞ along
P−1(0) ⇐⇒ | Im(ζ)| → ∞ along P−1(0).

Example 10.2. Consider also the Schrödinger equation: i∂tu = −∆xu, where (x, t) ∈
Rn ×R. Then P (Dx, Dt) =

∑
D2
xj +Dt gives us the polynomial P (ξ, τ) = ξ · ξ + τ , where

ξ ∈ Rn and τ ∈ R. If |ξ|+ |τ | → ∞ along P−1(0), the Schrödinger equation has a solution
in C2 \ C3.

Proof. Let F1 = {x ∈ Cm+1(Ω) : Pu = 0} and F2 = {x ∈ Cm(Ω) : Pu = 0}. Then F1 and
F2 are Fréchet spaces. Our assumption is that the inclusion map F1 → F2 is surjective.
By the open mapping theorem, the inverse F2 → F1 is continuous. So for any compact set
K ⊆ Ω, there exists a compact set K ′ ⊆ Ω and C > 0 such that∑

|α|≤m+1

sup
K
|∂αu| ≤ C

∑
|α|≤m

sup
K
|∂αu|

for any u ∈ F1 = F2. If ζ ∈ Cn is such that P (ζ) = 0, then apply this inequality, where
u(x) = eix·ζ . Then P (eix·ζ) = P (ζ)eix·ζ = 0. So we get∑

|α|≤m+1

sup
K
|ζα|e−x·Im(ζ) ≤ C

∑
|α|≤m

|ζα| sup
K
e−x·Im(ζ).

So there exists C > 0 such that∑
|α|≤m+1

|ζα| ≤ CeC| Im(ζ)|
∑
|α|≤m

|ζα| = O((1 + |ζ|)m).

It follows that | Im(ζ)| → ∞ when |ζ| → ∞ and P (ζ) = 0.
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10.2 The closed graph theorem

Definition 10.1. Let T : D(T ) → F2, where D(T ) ⊆ F1 and F1, F2 are Fréchet spaces.
We say that T is closed if when xn ∈ D(T ) with xn → x ∈ F1 and Txn → y ∈ F2, then
x ∈ D(T ) and y = Tx.

Note that T is closed iff the graph of T , G(T ) = {(x, Tx) : x ∈ D(T )} is closed in
F1⊕F2. If T is linear and closed, then the graph of T is a Fréchet space (as a closed linear
subspace of a Fréchet space).

Theorem 10.1 (closed graph theorem). Let T : D(T )→ F2 be a closed linear map, where
D(T ) ⊆ F1. Then either D(T ) is of the first category in F1, or D(T ) = F1 and T is
continuous. The range of T is either of the first category, or it is all of F2.

Proof. For the first statement, apply the open mapping theorem to the linear, continuous,
injective map G(T )→ F1 given by (x, Tx) 7→ x. For the second statement, apply the open
mapping theorem to the map G(T )→ F2 given by (x, Tx) 7→ Tx.

Corollary 10.1. Let H be a Hilbert space, and let T : H → H be linear such that F (T ) = H
and T is symmetric (〈Tx, y〉 = 〈x, Ty〉). Then T is continuous.

Proof. Check that T is closed. If xn → x ∈ H and Txn → y ∈ H, then 〈Txn, z〉 = 〈xn, T z〉
for all x ∈ H. Then 〈y, z〉 = 〈x, Tz〉 = 〈Tx, z〉 for all z, so y = Tx.

Corollary 10.2. Let B0, B1, B2 be Banach spaces, and let Tj be closed linear maps D(Tj)→
Bj with D(Tj) ⊆ B0 for j = 1, 2. If D(T1) ⊆ D(T2), then there exists some C > 0 such
that ‖T2x‖ ≤ C(‖T1x‖B1 + ‖x‖B0) for any x ∈ D(T1).

Proof. Consider the map T̂ : G(T1) → B2 sending (x, T1x) 7→ T2x. It suffices to show
that T̂ is closed. Suppose that (xn, Txn) converges in G(T1) and (T2xn) converges in B2.
T1 is closed, so xn → x ∈ D(T1), and T1xn → T1x. T2 is closed, so x ∈ D(T2), and
T2xn → T2x.
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11 Applications of Baire’s Theorem III: The Uniform Bound-
edness Principle

11.1 Equicontinuity

Definition 11.1. A subset M of a locally convex space V is bounded if every continuous
seminorm p is bounded on M : supx∈M p(x) ≤ C <∞.

When V1, V2 are locally convex, we let L(V1, V2) be the space of all linear continuous
maps V1 → V2.

Definition 11.2. We say that Φ ⊆ L(V1, V2) is equicontinuous if for every neighborhood
U2 of 0 in V2, there is a neighborhood U1 of 0 in V1 such that x ∈ U1 =⇒ Tx ∈ U2 for
every T ∈ Φ.

If pj is a continuous seminorm on Vj (j = 1, 2) that Uj = {x ∈ Vj : pj(x) < 1}, then
the equicontinuity of Φ means that p1(x) < 1 =⇒ p2(Tx) < 1 for all T ∈ Φ. This implies
that p2(Tx) ≤ p1(x) for all x ∈ V1 and T ∈ Φ. We get that Φ ⊆ L(V1, V2) is equicontinuous
if and only if there exist a continuous seminorm p1, p2 on V1, V2 such that

p2(Tx) ≤ p1(x)

for all x ∈ V1 and T ∈ Φ.

Remark 11.1. If V1, V2 are normed spaces, then Φ ⊆ L(V1, V2) is equicontinuous means
that there exists C > 0 such that ‖Tx‖V1 ≤ C‖x‖V1 for all x ∈ V1 and T ∈ Φ. That is,
‖T‖L(V1,V2) ≤ C for every T ∈ Φ.

11.2 Proof of the uniform boundedness principle

Theorem 11.1 (Banach-Steinhaus, uniform boundedness principle). Let F be a Fréchet
space, and let V be a locally convex space. If Φ ⊆ L(F, V ) is such that for each x ∈ F the
set {Tx : T ∈ Φ} ⊆ V is bounded, then Φ is equicontinuous. On the other hand, if Φ is
not equicontinuous, then the set of all x ∈ F such that {Tx : T ∈ Φ} is bounded is a set of
the first category.

Proof. Let U be an open, convex, balanced neighborhood of 0 in V , and consider the set
A = {x ∈ F : Tx ∈ U ∀T ∈ Φ} =

⋂
T∈Φ T

−1(U). A is an intersection of closed sets, so it
is closed. A is convex as the intersection of convex sets. Also, A is symmetric. Distinguish
between two different cases:

1. A has an interior point for any choice of U : Then there exists x0 ∈ F and a convex,
symmetric neighborhood of 0 in F (call it V ) such that {x0} + V ⊆ A. Since V is
balanced, {−x0}+ V ⊆ A, and the convexity of V gives

V =
1

2
({x0}+ V ) +

1

2
({−x0}+ V ) ⊆ A.
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We get that V ⊆
⋂
T∈Φ T

−1(U), so T (V ) ⊆ U for all T ∈ Φ. So Φ is equicontinuous.

2. There exists a neighborhood U such that A =
⋂
T∈Φ T

−1(U) has empty interior.
Then

⋃∞
n=1 nA ⊆ F is of the first category, and we claim that it contains the set

{x ∈ F : {Tx : T ∈ Φ} is bounded}. Take a continuous seminorm p on V such that
{y : p(y) < 1} ⊆ U . Then, since p(Tx) ≤ C for all T ∈ Φ, there exists some n ∈ N
such that p(Tx/n) < 1 for all T ∈ Φ. So T (x/n) ∈ U for all T ∈ Φ, and so x/n ∈ A,
which makes x ∈ nA.

To summarize, if {Tx : T ∈ Φ} is bounded for all x ∈ F , then we are necessarily in
case 1 by the open mapping (aka Baire’s) theorem. If Φ is not equicontinuous, we are in
case 2, and the set {x ∈ F : {Tx : T ∈ Φ} is bounded} is of the first category in F .

11.3 Applications of the uniform boundedness principle

Corollary 11.1. Let F be a Fréchet space, and let V be locally convex and metrizable.3

Let Tj ∈ L(F, V ) be such that for all x ∈ F , the sequence (Tjx) converges in V . Let
Tx = limj→∞ Tjx. Then T ∈ L(F, V ).

Proof. Linearity is preserved under limits, so T is linear. For any continuous seminorm p
on V and for all x ∈ F , p(Tjx) ≤ C(x) for all j. By the Banach-Steinhaus theorem, (Tj) is
equicontinuous. That is, for every continuous seminorm p2 on V , there exists a continuous
seminorm p1 on F such that p2(Tjx) ≤ p1(x) for all x ∈ F and for all j. If we let j →∞,
we get p2(Tx) ≤ p1(x), so T ∈ L(F, V ).

Let f ∈ C(R) be 2π-periodic. Associated to f is its Fourier series
∑∞
−∞ cn(f)einx,

where

cn(f) =
1

2π

∫ π

−π
f(x)e−inx dx

are the Fourier coefficients. Let SN (f, x) =
∑N
−N cn(f)einx. Next time, we will show

that for all 2π-periodic f ∈ C(R) outside of a set of the first category, (SN (f, x))∞N=1 is
unbounded for all x ∈ Q.

3The metrizability of V is not actually necessary in this result.
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12 Unbounded Fourier Coefficients and Bilinear Maps

12.1 Unbounded partial sums of Fourier coefficients

Last time we introduced an application of the Banach-Steinhaus theorem. Let Sn(f, 0) =∑N
−N cn(F ), where cn(f) is the n-th Fourier coefficient of f .

Proposition 12.1. There exists a 2π-periodic f ∈ C(R) such that the sequence (SN (f, 0))∞N=1

is unbounded.

Proof.

Sn(f, 0) =
N∑

n=−N
cn(f) =

∫ π

−π
DN (x)f(x) dx,

where D(x) =
∑N
−N e

inx is the Dirichlet kernel. We have

DN (x) =
sin((N + 1/2)x)

sin(x/2)
.

If the claim does not hold, we have that (Sn(f, 0)) is bounded for all f ∈ B, the Banach
space of continuous 2π-periodic functions with ‖f‖B = sup[−π,π] |f |. By the Banach-
Steinhaus theorem, there exists C > 0 such that |SN (f, 0)| ≤ C‖f‖B for all f ∈ B and
N ∈ N+. So ∣∣∣∣∫ π

−π
DN (x)f(x) dx

∣∣∣∣ ≤ ‖f‖B =⇒ ‖DN‖L1(−π,π) ≤ 1.

On the other hand,

‖DN‖L1(−π,π) =
2

2π

∫ π

0

| sin((N + 1/2)x)|
sin(x/2)

≥ 4

2π

∫ π

0

| sin((N + 1/2)x)|
x

dx

=
2

π

∫ (N+1/2)π

0

| sin(x)|
x

dx

≥ 2

π

N−1∑
n=1

∫ (n+1)π

nπ

| sin(x)|
x

dx

≥ 4

π2

N∑
n=2

1

n

=
4

π2
log(N) +O(1)

as N → ∞. If follows that the set of all f ∈ B such that (SN (f, 0))∞N=1 is bounded is of
the first category. By translation invariance, we get the same statement for (SN (f, x))∞N=1
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for each fixed x ∈ R. Taking the union over all x ∈ Q, we get a set of the first category
such that if f is in the complement, then (Sn(f, x))∞N=1 is unbounded for all x ∈ Q.

Remark 12.1. Notice that for all f ∈ B, we have SN (f, x) = o(log(N)) uniformly in x,
as N → ∞. This follows as ‖D‖L1 = O(log(N)) and SN (f, x) = O(1) for 2π-periodic
f ∈ C1(R) (dense in B).

12.2 Bilinear maps

Let E,F,G be locally convex spaces, and let B : E × F → G be bilinear.

Proposition 12.2. Assume that B is continuous at 0 ∈ E × F . Then B is continuous.

Proof. Let UG be a neighborhood of 0 ∈ G, and let UE , UF be neighborhoods of 0 in E,F
such that if x ∈ UE and y ∈ UF , then B(x, y) ∈ UG. Write B(x+ x0, y + y0) = B(x, y) +
B(x, y0) +B(x0, y) +B(x0, y0). As UE , UF are absorbing, let ε > 0 be such that εx0 ∈ UE
and εy ∈ UG. Then B(x, y0) = B(x/ε, εy0) ∈ UG if x/ε ∈ UE . Similarly, B(x0, y) ∈ UG
if y/ε ∈ UF . When x ∈ UE ∩ εUE and y ∈ UF ∩ εUF , B(x + x0, y + y0) − B(x0, y0) ∈
UG + UG + UG.

We have that B : E×F → G is continuous iff for every continuous seminorm pG on G,
there exist continuous seminorms pE on E and pF on F such that

pG(B(x, y)) ≤ pE(x)pF (y)

for all x ∈ E and y ∈ F .

Definition 12.1. We say that a bilinear form B is separately continuous if the linear
forms x 7→ B(x, y) for fixed y and y 7→ B(x, y) for fixed x are continuous.

Theorem 12.1. Let E be locally convex and metrizable, F a Fréchet space, and G a
locally convex space. If the bilinear form B : E × F → G is separately continuous, then B
is continuous.

Proof. Let U be a an open, convex, symmetric neighborhood of 0 ∈ G. Let V1 ⊇ V2 ⊇ · · ·
be a fundamental system of neighborhoods of 0 in E. Let

Aj = {y ∈ F : B(x, y) ∈ U ∀x ∈ Vj} =
⋂
x∈Vj

B−1(x, ·)(U)

As y 7→ B(x, y) is continuous, Aj is closed. It is also convex and symmetric. For any y ∈ F ,
x 7→ B(x, y) is continuous, so there exists j such that x ∈ Vj =⇒ B(x, y) ∈ U . In other
words,

⋃∞
j=1Aj = F . By the open mapping theorem, there exists some j such that Aj has

an interior point. Arguing as in the proof of the Banach-Steinhaus theorem, we get that 0
is an interior point of Aj ; i.e. there exists a neighborhood N of 0 ∈ F such that if y ∈ N
and x ∈ Vj , B(x, y) ∈ U . Thus, B is continuous at 0 and hence continuous.
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Remark 12.2. It suffices to have a locally convex topology on E defined by countably
many seminorms (no Hausdorff property is needed).
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13 Non-Solvability of Lewy’s Operator

13.1 Continuity of bilinear forms

Here is a slight reformulation of a theorem we proved last lecture.

Theorem 13.1. Let E be a locally convex space with the topology defined by countably
many seminorms (not necessarily Hausdorff), F be a Fréchet space, and let G be locally
convex space. Let B : E × F → G be bilinear such that for all x ∈ E, y 7→ B(x, y) is
continuous. If B is not continuous, then the set of all y ∈ F such that x 7→ B(x, y) is
continuous is a set of the first category.

The proof is roughly the same, as well. We sketch it briefly.

Proof. Let Aj = {y ∈ F : B(x, y) ∈ U ∀x ∈ Vj}, where U is a neighborhood of 0 in G and
Vj form a fundamental system of neighborhoods of 0 in E. Then Aj is closed, convex, and
symmetric. We claim that if y ∈ F is such that x 7→ B(x, y) is continuous, then y ∈ Aj for
some j. If Aj has a nonempty interior for some j, then B is continuous. Thus if B is not
continuous, the set {y ∈ F : x 7→ B(x, y) continuous} ⊆

⋃
j Aj is of the first category.

13.2 Non-solvability of Lewy’s operator

Theorem 13.2 (H. Lewy, 1957). There exists f ∈ C∞(R3) such that the differential
equation Pu = (Dx1 + iDx2 +2i(x1 + ix2)Dx3)u = f does not have a distributional solution
u in any neighborhood of 0. Here, Dxj = ∂xj/i.

Remark 13.1. One can show that this differential equation cannot be solved in any open
set in R3.

Proof. This argument is due to Hörmander. Let Ω ⊆ R3 be an open neighborhood of 0.
What it means for u ∈ D1(Ω) to solve this equation is that for all test functions ϕ ∈ C∞0 (Ω),

Pu(ϕ)︸ ︷︷ ︸
u(−Pϕ)

= f(ϕ) =

∫
fϕ dx.

Therefore, for any compact set K ⊆ Ω, there exist C,m such that

|f(ϕ)| ≤ C
∑
|α|≤m

sup
K
|∂α(Pϕ)|

when ϕ ∈ C∞0 (Ω) with supp(ϕ) ⊆ K.
Let W = {ϕ ∈ C∞0 (Ω) : supp(ϕ) ⊆ L} with the locally convex topology given by

the seminorms ϕ 7→
∑
|α|≤m sup |∂αPϕ| (only countable many seminorms occur). F =

C∞(R3), which is Fréchet. Now consider the bilinear map B : E × F → C given by
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(ϕ, f) 7→
∫
fϕ dx. B is continuous in f for any fixed ϕ. B is also continuous in ϕ if the

equation Pu = f has a solution u ∈ D1(Ω), in view of the above inequality.
We claim that the map B is not continuous provided that 0 ∈ int(K). Assume that B

is continuous. Then there exist a compact L ⊆ R3, C, and m such that

|f(ϕ)| ≤ C

 ∑
|α|≤m

sup |∂αPϕ|

 ∑
|α|≤m

sup
L
|∂αf |


for all ϕ ∈ C∞0 with supp(ϕ) ⊆ K and f ∈ C∞(R3).

The idea is to show that the estimate is not valid by constructing a quasimode of
P ; we want to have ϕ such that Pϕ ≈ 0 and ϕ ≈ 1.4 The form of P gives us that
P (x2

1 + x2
2 + ix3) = 0. Consider

w(x) =
1

i

[
−x2

1 − x2
2 − ix3 + (x2

1 + x2
2 + ix3)2

]
.

This satisfies Pw = 0. Note that w = 1
i

[
−|x|2 − ix3 +O(|x|3)

]
, so Im(w) = |x|2 +

O(|x|3) ∼ |x|2 near 0. Let χ ∈ C∞0 (R3) be such that χ = 1 near 0 and such that Im(w) ≥
|x2|/2 on supp(χ). Let Vλ(x) = χ(x)eiλw(x) ∈ C∞0 with λ � 1. Then supp(vλ) ⊆ K, and
|vλ| ∼ e−λ|x|

2
. Take vλ = ϕ in the inequality. Then Pvλ = (Pχ)eiλw = O(e−cλ) with c > 0.

We get ∑
|α|≤m

sup |∂αPϕ| = O(λme−cλ)
λ→∞−−−→ 0.

Take f(x) = fλ(x) = eiλx3λ3h(λx) for 0 < h ∈ C∞0 with
∫
h = 1. The right hand side in

the inequality is O(λme−cλλ3+M ), which goes to 0 as λ→∞. The left hand side is∫
eiλx3λ3h(λx)χ(x)eiλw(x) dx =

∫
eix3h(x)χ(x/λ)eiλw(x/λ) dx

λ→∞−−−→
∫
h = 1.

We get that the set of f ∈ C∞ such that the equation pu = f has a solution u ∈ D1(Ω)
is of the first category.

4Up to this point in the proof, we have not used the form of the operator P at all. This argument shows
that if we can find a quasimode for any operator P with this property, then we can show that P has no
solutions in this sense.
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14 Fredholm Operators

14.1 Fredholm operators

Definition 14.1. Let B1, B2 be complex Banach spaces. An operator T ∈ L(B1, B2) is
called a Fredholm operator if ker(T ) and coker(T ) = B2/ im(T ) are finite dimensional.

This is an operator that may fail to be injective and surjective by only finitely many
dimensions.

Definition 14.2. The index of a Fredholm operator T is defined as ind(T ) = dim(ker(T ))−
dim(coker(T )).

Remark 14.1. If T ∈ L(B1, B2), then ker(T ) ⊆ B1 is closed. However, im(T ) need not
be closed. For example, take B1 = B2 = C([0, 1]), and Tf(x) =

∫ x
0 f(y) dy.

Theorem 14.1. Let T ∈ L(B1, B2) be such that dim(coker(T )) = codim(im(T )) < ∞.
Then im(T ) ⊆ B2 is closed.

Proof. We can assume that T is injective; otherwise, consider T̃ : B1/ ker(T )→ B2 given by
x+ ker(T ) 7→ Tx. Then T̃ is injective, and im(T̃ ) = im(T ). Let dim(B2/ im(T )) = n <∞,
and let x1, . . . , xn be such that x1 + im(T ), . . . , xn + im(T ) form a basis for B2/ im(T ).
Then for an y ∈ B2, we can write

y = Tz +
n∑
j=1

ajxj

for z ∈ B1.
The linear continuous map S : Cn → B2 given by (a1, . . . , an) 7→

∑n
j=1 ajxj is injective,

and B2 = im(T ) ⊕ im(S). It follows that the map T1 : B1 ⊕ Cn → B2 sending (x, a) 7→
Tx + Sa is a linear, continuous bijection, and by the open mapping theorem, T1 is a
homeomorphism. We get im(T ) = T1(B1 ⊕ {0}), which the image of a closed set. So
im(T ) ⊆ B2 is closed.

In particular, any Fredholm operator has closed image.

14.2 Perturbing Fredholm operators

Lemma 14.1. Let B be a Banach space, and let S ∈ L(B,B) be such that ‖S‖ < 1. Then
the operator I − S has an inverse in L(B,B).

Proof. Consider the Neumann series R =
∑∞

k=0 S
k. This converges in L(B,B) since∑∞

k=1 ‖Sk‖ ≤
∑∞

k=0 ‖S‖k = 1/(1− ‖S‖) <∞. We have R(I − S) = (I − S)R = I.

Remark 14.2. Let T ∈ L(B1, B2) be bijective. Then T−1 is continuous by the open
mapping theorem, and T + S = T (I + T−1S) is invertible, provided that ‖T−1‖‖S‖ < 1.
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Theorem 14.2. Let T ∈ L(B1, B2) be a Fredholm operator. If S ∈ L(B1, B2) is such that
‖S‖ is sufficiently small, then T + S is Fredholm and ind(T + S) = ind(T ).

Proof. Let T : B1 → B2 be Fredholm, and let n+ = dim(ker(T )) and n− = dim(coker(T )).
Let R− : Cn− → B2 be linear, continuous, and injective such that B2 = im(T )⊕R−(Cn−).
Let e1, . . . , en+ be a basis for ker(T ), and let ϕ1, . . . , ϕn+ ∈ B∗1 such that ϕj(ek) = δj,k;
these exist by Hahn-Banach. Let R+ : B1 → Cn+ send x 7→ (ϕ1(x), . . . , ϕn+(x)). Then R+

is linear, continuous, and surjective, and R+|ker(T ) is bijective.
Let us introduce the operator5

P =

[
T R−
R+ 0

]
: B1 ⊕ Cn− → B2 ⊕ Cn+ .

We claim that P is bijective. If x ∈ B1 and a ∈ Cn− , then

P
[
x
a

]
=

[
Tx+R−a
R+x

]
.

P is injective since R+|ker(T ) was given to be bijective. By construction, P is surjective. It
follows that

P̃ =

[
T + S R−
R+ 0

]
is also invertible, provided that ‖S‖ is small enough. Let E : B2⊕Cn+ → B1⊕Cn− be the
inverse of P̃:

E =

[
E E+

E− E−+

]
.

We have E : B2 → B1, E+ : Cn+ → B1, E− : B2 → Cn− , and E−+ : Cn+ → Cn− . Observe
that

P̃E =

[
T + S R−
R+ 0

] [
E E+

E− E−+

]
=

[
∗ ∗
∗ R+E+

]
,

so R+E+ = I. So E+ has a left inverse, which means it is injective. Similarly, E−R− is
the identity on Cn− , so E− is surjective. We will finish the proof next time.

5This operator is sometimes called the Grushin operator.
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15 Perturbation of Fredholm Operators and the Logarith-
mic Law

15.1 Perturbation of Fredholm Operators

Last time, we were showing that Fredholm operators are stable under small perturbations.
Let’s finish the proof.

Theorem 15.1. Let T ∈ L(B1, B2) be a Fredholm operator. If S ∈ L(B1, B2) is such that
‖S‖ is sufficiently small, then T + S is Fredholm and ind(T + S) = ind(T ).

Proof. We take a “Grushin approach.” Let P : B1 ⊗ Cn− → B2 ⊕ Cn+ be

P =

[
T R−
R+ 0

]
,

where n+ = dim(ker(T )), n− = dim(coker(T )), R− : Cn− → B2 is injective, and R+ :
B1 → Cn+ is surjective. Then P is invertible, so

P̃ =

[
T + S R−
R+ 0

]
is also invertible with the inverse E : B2 ⊕ Cn+ → B1 ⊕ Cn− given by

E =

[
E E+

E− E−+

]
.

We have

P̃E =

[
T + S R−
R+ 0

] [
E E+

E− E−+

]
=

[
∗ ∗
∗ R+E+

]
,

so R+E+ is the identity on Cn+ . So E+ is injective. Similarly,

EP̃ =

[
∗ ∗
∗ E−R−

]
,

so E− is surjective.
We now show that T + S is Fredholm.

x ∈ ker(T + S) ⇐⇒ (T + S)x = 0

⇐⇒
[
T + S R−
R+ 0

] [
x
0

]
=

[
0
a+

]
⇐⇒

[
x
0

]
= E

[
0
a+

]
=

[
E+a+

E−+a+

]
,
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where a+ = R+x ∈ Cn+ . We get that x ∈ ker(T + S) if and only if x = E+a+, were
a+ ∈ ker(E+−). Thus, E+ : ker(E−+) → ker(T + S) is surjective. So it is injective, since
ker(E−+) is finite dimensional. So dim(ker(T +S)) = dim(ker(E−+)) ≤ n+. In particular,
we get that dim(ker(T + S)) ≤ dim(ker(T )).

Also,

(T + S)x = y ⇐⇒
[
T + S R−
R+ 0

] [
x
0

]
=

[
y
a+

]
⇐⇒

[
x
0

]
= E

[
y
a+

]
⇐⇒ x = Ey + e+a+, 0 = E−y + E−+a+.

Thus, im(T + S) = {y ∈ B2 : ∃a+ ∈ Cn+ s.t. E−y = −E−+a+}. We get a map from
B2/ im(T + S) → Cn−/ im(E−+) given by y + im(T + S) 7→ E−y + im(E−+). The
map is injective and surjective since E− is surjective. We get dim(coker(T + S)) =
dim(coker(E−+)) <∞. Thus, T + S is Fredholm and

ind(T + S) = ind(E−+) = dim(ker(E−+))− dim(Cn/ im(E−+))

= n+ − n− = dim(ker(T ))− dim(im(T )) = ind(T ).

Corollary 15.1. The set {T ∈ L(B1, B2) : T is Fredholm} is open in L(B1, B2), and the
index is constant on each component of this set. Moreover, dim(ker(T )) is upper semicon-
tinuous.

15.2 The logarithmic law

Proposition 15.1. Let T1 ∈ L(B1, B2) and T2 ∈ L(B2, B3) be Fredholm. Then T2T1 ∈
L(B1, B3) is also Fredholm, and we have “the logarithmic law”

ind(T2T1) = ind(T2) + ind(T1).

Proof. Consider T1 : ker(T2T1)→ ker(T2) sending x 7→ T1x. From linear algebra, we have
dim(ker(T2T2)/ ker(T1)) ≤ dim(ker(T2)). So

dim(ker(T2T1)) ≤ dim(ker(T1)) + dim(ker(T1)) + dim(ker(T2)).

Also, we have the exact sequence

B2/ im(T1) B3/ im(T2T1) B3/ im(T2)
T ′2 q

where T ′2 sends x+ im(T2) 7→ T2x+ im(T2T1), and q sends x+ im(T2T1) 7→ x+ im(T2). So
we have im(T ′2) = ker(q). It follows that dim(B3/ im(T2T1)) <∞. So T2T1 is Fredholm.
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To prove the logarithmic law, consider the family of operators B1 ⊕ B2 → B2 ⊕ B3

given by

L(t) =

[
I2 0
0 T2

] [
cos(t)I2 sin(t)I2

− sin(t)I2 cos(t)I2

] [
T1 0
0 I2

]
,

where I2 is the identity on B2, and t ∈ R. Then L(t) is a product of 3 Fredholm operators
and is Fredholm for each t.

The map t 7→ L(t) is continuous (w.r.t. the operator norm on L(B1 ⊕ B2, B2 ⊕ B3)).
Then ind(L(t)) is locally constant, so it is constant. If t = 0, we get

L(0) =

[
T1 0
0 T2

]
,

so ind(L(0)) = ind(T1) + ind(T2). If t = −π/2,

L(−π/2) =

[
I2 0
0 T2

] [
0 −I2

I2 0

] [
T1 0
0 I2

]
=

[
0 −I2

T2T1 0

]
.

That is,

L(−π/2)

[
x
y

]
=

[
−y

T2T1x

]
.

Since ind(L(−π/2)) = ind(T2T1), we get the logarithmic law.

15.3 Introduction to compact operators

Definition 15.1. A linear operator T : B1 → B2 between Banach spaces is called compact
if the closure of the image of the unit ball in B1 is compact in B2: T ({‖x‖ ≤ 1}) is compact
in B2.

In other words, T is compact if and only if for ‖xn‖ ≤ 1, (Txn)n∈N has a convergent
subsequence. Also, compact operators are continuous.
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16 Compact Operators and Riesz’s Theorem

16.1 Compact operators

Last time, we said that a map T : B1 → B2 is compact if given ‖xn‖ ≤ 1, then (Txn)n∈N
has a convergent subsequence.

Example 16.1. Let B1 = C1([0, 1]) with ‖f‖B1 = ‖f‖L∞ + ‖f ′‖L∞ and B2 = C([0, 1])
eith ‖f‖B2 = ‖f‖L∞ . Then the inclusion map B1 → B2 is compact by Ascoli’s theorem.

Example 16.2. Let k ∈ C([0, 1] × [0, 1]), and consider Kf(x) =
∫ 1

0 k(x, y)f(y) dy. Then
K : L2((0, 1))→ L2((0, 1)) is compact by Ascoli’s theorem.

Proposition 16.1. Compact operators have the following properties:

1. The space LC(B1, B2) of compact linear maps B1 → B2 is a closed subspace of
L(B1, B2).

2. Compact operators form an ideal: if T1 ∈ L(B1, B2), T2 ∈ L(B2, B3), and either T1

or T2 is compact, then T2T2 ∈ LC(B1, B3).

3. If T ∈ L(B1, B2) has finite rank (dim(im(T )) <∞), then T is compact.

Proof. We prove the properties one at a time:

1. T is compact ⇐⇒ T ({‖x‖ ≤ 1}) compact ⇐⇒ T ({‖x‖ ≤ 1}) is complete and
totally bounded ⇐⇒ T ({‖x‖ ≤ 1}) is totally bounded. Let Tn ∈ LC(B1, B2)
be such that Tn → T in L(B1, B2). Let ε > 0 be given, and let N be such that
‖T − TN‖ < ε/2. Then, since TN ({‖x‖ ≤ 1}) is totally bounded, TN ({‖x‖ ≤ 1}) ⊆⋃
j∈I finiteB(xj , ε/2). We get that T ({‖x‖ ≤ 1}) ⊆

⋃
j∈I B(xj , ε/2), so T is compact.

2. This property is clear.

3. We have a factorization T : B1 → B1/ ker(T )→ B2 given by x 7→ x+ ker(T ) 7→ Tx.
The space B1/ ker(T ) ∼= im(T ) is finite dimensional, and since the identity operator
ina finite dimensional space is compact, we get that T is compact.

16.2 Riesz’s Theorem

Theorem 16.1 (F. Riesz). If the identity map on the Banach space B is compact, then B
is finite dimensional.

Remark 16.1. This is clear if B is a Hilbert space; consider an orthonormal basis.

Lemma 16.1. Let B1 ( B be a proper, closed subspace. Then for every ε > 0, there exists
x ∈ B such that ‖x‖ = 1, and dist(x,B1) = infy∈B1 ‖x− y‖ ≥ 1− ε.
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Proof. Let x ∈ B\B1, and let d = dist(z,B1) > 0. Let x1 ∈ B1 be such that d ≤ ‖z−x1‖ <
d/(1− ε). We can take x = (z−1)/‖z − x1‖. For any y ∈ B1, we have

‖x− y‖ = z − x1 − y‖z − x1‖‖
‖z − x1‖

≥ d

‖z − x1‖
> 1− ε.

Now we can prove Riesz’s theorem.

Proof. If B is infinite-dimensional, there exists a strictly increasing sequence B1 ( B2 (
· · · of finite dimensional subspaces of B. Using the lemma, we find xj ∈ Bj such that
dist(xj , Bj−1) ≥ 1/2. In particular, ‖xj − xk‖ ≥ 1/2 for k < j, so (xj) has no convergent
subsequence.

Theorem 16.2 (Fredholm-Riesz). Let B be a Banach space, and let T ∈ LC(B,B). Then
I − T is Fredholm, and ind(I − T ) = 0.

Before we prove this, let’s prove a proposition.

Proposition 16.2. Let T ∈ LC(B,B). Then

1. dim(ker(I − T )) <∞.

2. im(T − T ) is closed.

Proof. This is a crucial observation to any proof of the Fredholm-Riesz theorem.

1. Let xn ∈ ker(I − T ) with ‖xn‖ ≤ 1. Then xn = Txn has a convergent subsequence.
By Riesz’s theorem, dim(ker(I − T )) <∞.

2. Let y ∈ im(I − T ) and let xn ∈ B be such that yn = (1 − T )xn → y. Consider
dist(xn, ker(I − T )). This equals ‖xn − zn‖ for some zn ∈ ker(I − T ) because y 7→
‖xn−y‖ is continuous and goes to∞ as y →∞. We have that yn = (I−T )(xn−zn) =
xn − zn − T (xn − zn).

We claim that (xn − zn) is a bounded sequence. Otherwise, we can assume that
‖xn → zn‖ → ∞. Let wn = (xn − zn)/‖xn − zn‖. Then ‖wn‖ = 1, and (I − T )wn =
yn/‖xn − zn‖ → 0 as (yn) converges. Passing to a subsequence, we may assume that
Twn → v ∈ B, so wn → V . So (I − T )v = 0. On the other hand,

dist(wn, ker(I − T )) =
dist(xn, ker(I − T ))

‖xn − zn‖
,

so dist(v, ker(I−T )) ≤ 1, and we get the claim. We will finish the proof next time.
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17 Adjoint Operators and Annihilators

17.1 Translates of compact operators

Last time, we had that if T : B → B is compact, dim(ker(I − T )) <∞.

Proposition 17.1. im(I − T ) is closed.

Proof. Last time we showed that there exists a bounded sequence xn ∈ B such that (I −
T )xn → y. We can assume that Txn → ` ∈ B, so xn converges. In particular, xn → y + `.
If g = y + `, then (I − T )g = limn→∞(I − T )xn = y. So y ∈ im(I − T ).

To show that dim(coker(I − T )) <∞, we use duality arguments.

17.2 Adjoint operators

Let B1, B2 be Banach spaces with dual spaces B∗1 , B
∗
2 and the bilinear maps Bj ×B∗j → C

given by (x, ξ) 7→ 〈x, ξ〉.

Theorem 17.1. For every T ∈ L(B1, B2), there exists a unique operator T ∗ ∈ L(B∗2 , B
∗
1)

such that 〈Tx, η〉2 = 〈x, T ∗η〉1 for all x ∈ B1 and η ∈ B∗2 . Moreover, the map L(B1, B2)→
L(B∗2 , B

∗
1) given by T 7→ T ∗ is a linear isometry.

Proof. Let η ∈ B∗2 be fixed. The map x 7→ 〈Tx, η〉2 for x ∈ B1 is a linear continuous form
on B1 with norm supx 6=0 | 〈Tx, η〉2 |/‖x‖ ≤ ‖T‖‖η‖. Thus there exists a unique element
ξ ∈ B∗1 such that 〈Tx, η〉2 = 〈x, ξ〉1 and ‖ξ‖ ≤ ‖T‖‖η‖. The map B∗2 → B∗1 given by
η 7→ ξ is linear and continuous of norm ≤ ‖T‖. Thus, there exists a unique operator
T ∗ ∈ L(B∗2 , B

∗
1) such that 〈Tx, η〉2 = 〈x, T ∗η〉1 and ‖T ∗‖ ≤ ‖T‖.

Now, from an earlier consequence of Hahn-Banach,

‖Tx‖ = sup
η 6=0

| 〈Tx, η〉2 |
‖η‖

= sup
η 6=0

| 〈x, T ∗η〉1 |
‖η‖

≤ ‖x‖‖T ∗‖.

So ‖T‖ ≤ ‖T ∗‖, and the result follows.

Definition 17.1. The operator T ∗ is called the adjoint operator of T .

17.3 Annihilators

Definition 17.2. Let B be a Banach space, and let W ⊆ B be a closed subspace. The
annihilator of W is defined as W o = {ξ ∈ B∗ : 〈x, ξ〉 = 0 ∀x ∈W}.

The annihilator is a closed subspace.

Theorem 17.2. Let W be a closed subspace of a Banach space B.
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1. Let i : W → B be the inclusion map. Then i∗ : B∗ → W ∗ vanishes on W o and
induces an isometric bijection B∗/W o →W ∗.

2. Let q : B → B/W be the quotient map. Then q∗ : (B/W )∗ → B∗ is an isometry with
the range W o.

We have the natural isomorphisms B∗/W o ∼= W ∗ and (B/W )∗ ∼= W o.

Proof. The proof mainly consists of checking the definitions:

1. We have 〈ix, ξ〉 = 〈x, i∗ξ〉 for x ∈ W and ξ ∈ B∗. Thus, i∗ξ is the restriction of ξ to
W . So ker(i∗) = W ∗. By the Hahn-Banach theorem, every continuous linear form
on W can be extended to an element of B∗. So i∗ : B∗ →W ∗ is surjective. One can
check that for all ξ ∈ B∗, ‖i∗ξ‖W ∗ = infη∈W o ‖ξ + η‖B∗ .

2. Let q : B → B/W . Then 〈qx, η〉 = 〈x, q∗η〉, where x ∈ B and η ∈ (B/W )∗. Then q∗

is injective, as its kernel is trivial. If x ∈ W , 0 = 〈qx, η〉 = 〈x, q∗η〉, so im(q∗) ⊆ W o.
On the other hand, if ξ ∈W o, we can factor

B
w−→ B/W

q(x)7→〈x,ξ〉−−−−−−−→ C.

So if η is the second map, then ξ = q∗η. So im(q∗) = W o. We can check that
‖ξ‖B∗ = ‖η‖(B/W )∗ .

Theorem 17.3. Let T ∈ L(B1, B2) and assume that im(T ) is closed. Then im(T ∗) is
also closed, (ker(T ))o = im(T ∗), (im(T ))o = ker(T )∗, dim(ker(T )) = dim(coker(T ∗)), and
dim(ker(T ∗)) = dim(coker(T )).

Proof. Factorize T = T3T2T1, where T1 : B1 → B1/ ker(T ) is the quotient map, T2 :
B2/ ker(T ) → im(T ) is an isomorphism, and T3 : im(T ) → B2 is the inclusion map.
Then T ∗ = T ∗1 T

∗
2 T
∗
3 . T ∗3 : B∗2 → (im(T )) ∼= B∗2/(im(T ))o is surjective. T ∗2 : (im(T ))∗ →

(B1/ ker(T )) ∼= (ker(T ))o is an isomorphism. T ∗1 : (ker(T ))o → B∗1 is the inclusion map.
We get that im(T ∗) = (ker(T ))o is closed.

If T : B → B, we get (B/ im(T ))∗ ∼= (im(T ))o = ker(T ). So dim(coker(T )) =
dim(ker(T ∗)). The other identities can be derived similarly.
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18 The Riesz-Fredholm Theorem

18.1 Conclusion of the proof of the Riesz-Fredholm theorem

Last time, we showed that if T ∈ L(B1, B2) with im(T ) closed, then im(T ∗) = (ker(T ))o is
closed, and (B2/ im(T ))∗ ∼= ker(T ∗). In particular, dim(coker(T )) = dim(ker(T ∗)). Apply
this when T = I + T ′, where T ′ : B → B is compact.

Proposition 18.1. Let T : B1 → B2 be compact. Then T ∗ : B∗2 → B∗1 is compact.

Proof. Let ξn ∈ B∗2 be bounded, ‖ξn‖ ≤ 1 for n = 1, 2, . . . . Set K = T ({‖x‖ ≤ 1} ⊆ B2

compact. Consider the sequence of continuous functions ϕn(x) = 〈x, ξn〉 for x ∈ K. We
have:

1. |ϕn(x)| ≤ ‖x‖‖ξn‖ ≤ C for all n = 1, 2, . . . and x ∈ K

2. |ϕn(x)− ϕn(y)| = | 〈x− y, ξn〉2 | ≤ ‖x− y‖1 for x, y ∈ K.

By Ascoli’s theorem, there exists a uniformly convergent subsequence (ϕnk). In particular,
sup‖x‖≤1 |ϕnk(Tx)− ϕn`(Tx)| → 0 as k, `→∞. So

sup
‖x‖≤1

| 〈Tx, ξnk〉2 − 〈Tx, ξn`〉 | = sup
‖x‖≤1

| 〈x, T ∗ξnk〉2 − 〈x, T
∗ξn`〉 | = ‖T

∗ξnk − T
∗ξn`‖B∗1 → 0

as k, `→∞. So (T ∗ξnk) converges, which makes T ∗ compact.

This completes our proof of the Riesz-Fredholm theorem.

Theorem 18.1 (Riesz-Fredholm). Let B be a Banach space, and let T ∈ LC(B,B). Then
I − T is Fredholm, and ind(I − T ) = 0.

Proof. Let K : B → B be compact. Then dim(ker(I + K)) < ∞, im(I + K) is closed,
dim(coker(I +K)) = dim(ker(I +K∗)) <∞. Thus, I +K is Fredholm and ind(I +K) =
ind(I + λK) = ind(I) = 0.

18.2 Atkinson’s theorem and stronger Riesz-Fredholm

We can actually upgrade the statement of the Riesz-Fredholm theorem to get a stronger
theorem.

Proposition 18.2 (Atkinson’s theorem). An operator T ∈ L(B1, B2) is Fredholm if and
only if there exists S ∈ L(B2, B1) such that TS− I and ST − I are compact in B2 and B1,
respectively.
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Proof. Sufficiency: Let S ∈ L(B2, B1) be such that ST = I + K1 and TS = I + K2,
where K1,K2 are compact. Then ker(T ) ⊆ ker(I + K1), so |dim(ker(T )) < ∞. Similarly,
im(T ) ⊇ im(I +K2), so dim(coker(T )) ≤ dim(coker(I +K2)) <∞. So T is Fredholm.

Necessity: Take the Grushin approach: if T is Fredholm, write n+ = dim(ker(T )),
and n− = dim(coker(T )). Then there exist an injective R− : Cn− → B2 with B2 =
im(T ) ⊕ R−(Cn−) and a surjective R+ : B1 → Cn+ such that R+|ker(T ) is bijective. Then
the operator P : B1 ⊕ Cn− → B2 ⊕ Cn+ given by

P =

[
T R−
R+ 0

]
is invertible. It has the inverse

E =

[
E E+

E− E−+

]
.

We get that

PE =

[
T R−
R+ 0

] [
E E+

E− E−+

]
=

[
TE +R−E− ∗

∗ ∗

]
,

EP =

[
E E+

E− E−+

] [
T R−
R+ 0

]
=

[
ET + E+R+ ∗

∗ ∗

]
,

so TE− I = −R0E and ET − I = −E+R+. The maps R−E− and E+R+ have finite rank,
so they are compact.

Remark 18.1. If ET − I and TE − I are compact, then E ∈ L(B2, B1) is Fredholm,
and ind(ET ) = ind(I + K) = 0. By the logarithmic law, this equals inf(E) + ind(T ). So
ind(E) = − ind(T ).

Theorem 18.2. Let T ∈ L(B1, B2) be Fredholm and S ∈ LC(B1, B2). Then T + S is
Fredholm, and ind(T + S) = ind(T ).

Proof. Let E ∈ L(B2, B1) be such that TE−I and ET−I are compact. Then (T+S)E−I
and E(T +S)− I are compact. So T +S is Fredholm. Also, ind(T +S) = ind(T +λS) for
λ ∈ C. Letting λ→ 0, we get ind(T + S) = ind(T ).

18.3 Applications to differential equations

Proposition 18.3. Let a, b ∈ C([0, 1]), and consider the boundary value problem u′′+au+
bu = f with boundary conditions u(0) = u(1) = 0. Here, f ∈ C([0, 1]), and u ∈ C2([0, 1]).
The boundary value problem has a unique solution for any f ∈ C([0, 1]) if and only if the
homogeneous problem when f = 0 only has the trivial solution.
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Proof. Let B1 = {u ∈ C2([0, 1]) : u(0) = u(1) = 0} be a Banach space. Let B2 = C([0, 1])
with

‖u‖B2 =
2∑
j=0

‖u(j)‖L∞ .

Then T : B − 1 → B2 sending u 7→ u′′ is bijective, so ind(T ) = 0. The map S : B1 → B2

sending u + au′ + bu is compact, so T + S is Fredholm with ind(T + S) = 0. So T + S is
bijective if and only if T + S is injective.

Our next application will be the Toeplitz index theorem. Here is the idea. Let H be the
closed subspace of L2(R/2πZ) with Fourier coefficients û(n) = 0 for n < 0. Let Π : L2 → H
be an orthogonal projection. Let f ∈ C(C/2πZ) 7→ Top(f), which sends u 7→ Π(fu). This
is called the Toeplitz operator.

Theorem 18.3. Top(f) is Fredholm if and only if f 6= 0. Moreover, ind(Top(f)) =
−winding number of f .

45



19 The Toeplitz Index Theorem

19.1 Hardy space

Let H = {u ∈ L2((0, 2π)) : û(n) = 0 ∀n < 0} ⊆ L2((0, 2π)), where the Fourier coefficients
are û(n) = (1/2π)

∫ 2π
0 e(θ)e−inθ dθ. If u ∈ H, then u(θ) ∼

∑∞
n=0 û(n)einθ can be viewed as

the boundary values of the holomorphic function
∑∞

n=0 û(n)zn with |z| < 1. The space H
is called the Hardy space.

Let Π : L2((0, 2π)) → H be the orthogonal projection sending u ∼
∑∞

n=0 û(n)einθ 7→∑∞
n=0 û(n)einθ. Given f ∈ L∞((0, 2π)), associated to f is the Toeplitz operator Top(f) :

H → H sending u 7→ Π(fu). We have ‖Top(f)‖L(H,H) ≤ ‖f‖L∞ .

19.2 The Toeplitz index theorem

Theorem 19.1 (Toeplitz index theorem). Let f be continuous 2π-periodic, and assume
that f has no zeros. Then Top(f) is Fredholm, and ind(Top(f)) = −winding number(f).

To define the winding number, write f(θ) = r(θ)eiϕ(θ) with r > 0 and 0 ≤ θ ≤ 2π. The
winding number of f is (ϕ(2π)− ϕ(0))/2π. If f ∈ C1, then the winding number of f is

1

2πi

∫ 2π

0

f ′(θ)

f(θ)
dθ.

Proof. To establish the Fredholm property, we try to invert Top(f) modulo a compact
error. Here is a claim: Let f, g be continuous 2π-periodic. Then Top Top(g) = Top(fg) +
compact operator.

Write Top(f) = ΠMf and ΠMg, where Mf ,Mg are multiplication operators by f and
g. Then Top(f) Top(g) = ΠMfΠMg = Π(ΠMf +[MfΠ])Mg, where [Mf ,Π] = MfΠ−ΠMf

is the commutator. So we get

Π(ΠMf + [MfΠ])Mg = ΠMfMg + Π[Mf ,Π]Mg = Top(fg) + Π[Mf ,Π]Mg.

It suffices to show that [Mf ,Π] : L2 → L2 is compact. We split into cases.
If f(θ) = einθ with n ∈ Z, n 6= 0, then if n > 0,

[Mf ,Π]eikθ = (MfΠ−ΠMf )eikθ =

{
0 k ≥ 0

−Π(ei(k+n)θ) k < 0.

Now observe that −Π(ei(k+n)θ) = 0 if k < −n, so the operator is of finite rank and is
therefore compact. The computation is similar for n < 0.

If f is a trigonometric polynomial f(θ) =
∑N
−N ane

inθ, then [Mf ,Π] is also of inite rank
and is hence compact. If f is an arbitrary continuous, 2π-periodic function, let fn be a
sequence of trigonometric polynomials such that fn → f uniformly. Then

‖[Mfn ,Π]− [Mf ,Π]]‖ = ‖[Mfn −Mf ,Π]‖
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≤ ‖Mfn−fΠ‖+ ‖ΠMfn−f‖
≤ 2‖fn − f‖ → 0.

Thus, [Mf ,Π] is compact.
So the claim holds. Now if f 6= 0, write Top(f) Top(1/f) = I + compact, and same

for Top(1/f) Top(f). So we get that Top(f) is Fredholm. Notice also that if f, g are
continuous and nonvanishing, then ind(Top(fg)) = ind(Top(f) + Top(g) + compact) =
ind(Top(f)) + ind(Top(g)).

Now write f(θ) = r(θ)eiϕ(θ). Then we get ind(Top(f)) = Top(r) + Top(eiϕ). Take
tt(θ) = (1− t)r(θ) = (1− t)r(θ) + t > 0 with 0 ≤ t ≤ 1. To compute ind(Top(eiϕ)), write
N for the winding number of f , and let gt(θ) = ei(1−t)ϕ(θ)+iNtθ. Then gt is periodic in θ
and continuous in t. So ind(Top(eiϕ)) = ind(Top(eiNθ)) = −N .
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20 Analytic Fredholm Theory

20.1 Analytic Fredholm theory

Theorem 20.1 (analytic Fredholm theory). Let Ω ⊆ C be open and connected, and let
T (z) ∈ L(B1, B2) for z ∈ Ω be a family for Fredholm operators depending holomorphically
on z; that is T : z 7→ T (z) is holomorphic with respect to the operator norm on L(B1, B2).
Assume that there exists z0 ∈ Ω such that T (z0) : B1 → B2 is invertible. Then there
exists a set Σ ⊆ Ω having no limit point in Ω such that for all z ∈ Ω \ Σ, the operator
T (z) : B1 → B2 is is bijective.

Proof. Notice that z 7→ ind(T (z)) is constant, so ind(T (z)) = ind(T (z0)) = 0 for all
z ∈ Ω. Let z1 ∈ Ω, and write n0(z1) = dim(ker(T (z1))) = dim(coker(T (z1))). Consider the
Grushin operator for T (z1):

Pz1 =

[
T (z1) R−(z1)
R+(z1) 0

]
: B1 ⊕ Cn0(z1) → B2 ⊕ Cn0(z1),

which is invertible. There exists a connected open neighborhood N(z1) ⊆ Ω of z1 such that
for z ∈ N(z1), the operator

Pz1(z) =

[
T (z) R−(z1)
R+(z1) 0

]
is bijective and depends holomorphically on z ∈ N(z1).

Let

Ez1(z) = (Pz1(z))−1 =

[
E(z) E+(z)
E−(z) E−+(z)

]
be the inverse of Pz1(z), depending holomorphically on z ∈ N(z1). We claim that for
z ∈ N(z1, we have T (z) : B1 → B2 is bijective if and only if E−+(z) : Cn0(z1) → Cn0(z1) is
bijective. [

T R−
R+ 0

] [
E E+

E− E−+

]
=

[
I 0
0 I

]
,

so we get TE + R−E− = I and TE+ + E−E−+. If E−1
−+ exists, then TE+E

−1
−+ = R−, so

T (E − E+E
−1
−+E−) = I. Thus, T is surjective, so because T is Fredholm of index 0, T is

bijective, and T−1 = E − E+E
−1
−+E−. The converse is checked similarly.

E−+ is a holomorphic function with values in n0(z1)×n0(z1) matrices. So it is bijective
iff det(E−+) 6= 0. We have that either det(E−+(z)) = 0 on N(z1) or det(E−+) 6= 0 in a
deleted neighborhood of z1. Let Ω1 = {z ∈ Ω : T (z′) is invertible ∀z′ 6= z near z}, and let
Ω2 = {z ∈ Ω : T (z′) is not invertible ∀z′ 6= z near z}. Then Ω = Ω1∪Ω2, where Ω1,Ω2 are
open. Ω1 6= ∅, so Ω2 = ∅, and thus the set Σ = {z ∈ Ω : T (z) is not invertible} is a closed
set with only isolated points.
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20.2 Behavior of inverses near singularities

Remark 20.1. We have z 7→ T (z)−1 is holomorphic on Ω \ Σ. Consider the behavior of
T (z)−1 near w ∈ Σ. Write T (z)−1 = E(z) − E+(z)E−1

−+(z)E−(z). Then E−+(z)−1 has a
pole at z = w (because we are dividing by the determinant, which may has zeros of at
most finite multiplicity), so

E−+(z)−1 =
RN0

(z − w)N0
+ · · ·+ R−1

z − w
+ Hol(z).

Here, rank(Rj) ≤ n0. It follows that z 7→ T (z)−1 has a poleof order N0 at z = w:

T (z)−1(z) =
A−N0

(z − w)N0
+ · · ·+ A−1

(z − w)
+Q(z),

where Q(z) is holomorphic in a neighborhood of w and takes values in L(B2, B1). The
operators A−N0 , . . . , A−1 ∈ L(B2, B1) can be expressed in terms of R−N0 , . . . , R−1 and

E
(j)
± (w) and are of finite rank.

Definition 20.1. The spectrum of T : B1 → B2 is

Spec(T ) = {z ∈ C : T − zI is not invertible}.

Analytic Fredholm theory shows that if T is Fredholm, then Spec(T ) consists of isolated
points.
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21 Spectral Theory for Compact Operators

21.1 Applications of analytic Fredholm theory

Last time, we proved analytic Fredholm theory, which said that if T (z) is a family of
operators in L(B1, B2) that is holomorphic in z (in some domain Ω ⊆ C) and if T−1(z0)
exists for some z0 ∈ Ω, then Σ = {z ∈ Ω : T (z) is not invertible} is a discrete subset of Ω.

Example 21.1. Let M be a compact C∞ Riemannian manifold (e.g. torus, sphere,etc.).
Let V ∈ L∞(M,C), and consider the Schrödinger operator P = −∆ + V : H2(M) →
L2(M). where H2(M) = {u ∈ L2(M) : ∂αu ∈ M2(M), |α| ≤ 2} is a Sobolev space. What
is Spec(P )? We need 2 basic facts (that we will accept without proof).

Proposition 21.1. The inclusion map H2(M)→ L2(M) is compact.

Proposition 21.2. For all x ∈ C \ R, −∆− zI : H2 → L2 is bijective and

‖(−∆− zI)−1‖L(L2,L2) ≤
1

Im(z)
.

This second fact follows form the fact that −∆ is self adjoint. Now observe that

P − z = (−∆ + iI)︸ ︷︷ ︸
bijective

+B − zI − iI︸ ︷︷ ︸
compact

,

so P − z is Fredholm of index 0 and is holomorphic in z. We claim that there exists some
z0 = it such that P − z0I : H2 → L2 is bijective. Write

P − z0I = −∆ + V − z0I = (I + V (−∆− z0)−1)(−∆− z0).

To show that (I + V (−∆− z0)−1) is invertible, we can make ‖V (−∆− z0)−1)‖ < 1. So

‖V (−∆− z0)−1‖ ≤ ‖V ‖L
∞

| Im(z0)|
,

so we can take z0 with large enough imaginary part to make this small. By the analytic
Fredholm theory, we get Spec(P ) ⊆ C is discrete and Spec(P ) ⊆ {z : | Im(z)| ≤ C}.
Moreover, the spectrum consists entirely of eigenvalues.

Example 21.2. When operators are not Fredholm, the spectrum may not have eigenvalues.
Let T : L2(R) → L2(R) be u(x) 7→ sin(x)u(x). Then T ∈ L(P 2, L2), and Spec(T ) =
[−1, 1], while T has no eigenvalues. If Tu = λu, for λ inC, then u = 0 a.e. Take λ ∈
[−1, 1], and show that an estimate of the form ‖u‖L2 ≤ C‖(T − λI)u‖L2 cannot hold:
m({x : | sin(x)− λ| < ε}︸ ︷︷ ︸

Eλ,ε

) > 0 for all ε > 0. Letting u = 1Eλ,ε/m(Eλ,ε)
1/2, sending ε → 0

gives us the conclusion.
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21.2 Spectral theory for compact operators

Theorem 21.1 (spectral theory for compact operators). Let B be an infinite dimensional
Banach space, and let T : B → B be compact.

1. 0 ∈ Spec(T ).

2. If 0 6= λ ∈ Spec(T ), then ker(T − λI) 6= 0.

3. One of the following occurs:

(a) Spec(T ) = {0}.
(b) Spec(T ) \ {0} is a finite set.

(c) Spec(T ) \ {0} is a countable set = {λ1, λ2, . . . }, and λn → 0.

Proof. These statements are consequences of the results we have already proven.

1. This follows from Riesz’s theorem.

2. If λ 6= 0¡ then T − λI = (−λ)(I − (1/λ)T ) is Fredholm of index 0. If λ ∈ Spec(T ),
then ker(T − λI) 6= {0}.

3. Apply the analytic Fredholm theory to F (λ) = (−λ)(I − (1/λ)T ). F (λ) is invertible
for large λ. So Spec(T ) \ {0} consists of at most countably many isolated points.

Example 21.3. Let B = L2(0, 1), and let Tf(x) =
∫ x

0 f(y) dy be the Volterra operator.
T is compact. We claim that Spec(T ) = {0}. If λ ∈ Spec(T ) \ {0}, then there exists some
f ∈ L2 such that

∫ x
0 f(y) dy = λf(x). This implies f(x) = λf ′(x) with f(0) = 0. So f = 0.

Let λ ∈ Spec(T )\{0}, and consider the resolvent of T in a neighborhood of λ. We have
the Laurent expansion (T − (λ+ z)I)−1 =

∑∞
j=−N Ajz

j for 0 < |z| small, 1 ≤ N <∞, and
Aj ∈ L(B,B), where A−N , . . . , A−1 are of finite rank. In complex analysis, the coefficient
of z−1 is the residue at λ. What is the significance here?

Proposition 21.3. Let Nλ =
⋃∞
k=1 ker(T − λI)k be the generalized eigenspace of T asso-

ciated to λ. Then −A−1 is a projection onto Nλ. So Nλ is finite dimensional.

We will prove this next time.
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22 Riesz Projection and Spectra of Self-Adjoint Operators

22.1 Riesz projection

Let T : B → B be compact and λ ∈ Spec(T ) \ {0}. Then (T − (λ+ z)I)−1 =
∑∞

j=−N Ajz
j

for some 1 ≤ N <∞.

Proposition 22.1 (Riesz). The operator −A−1 is a projection onto the finite dimensional
generalized eigenpace Nλ =

⋃∞
k=1 ker(T − λI)k.

Proof. Multiply the Laurent expansion by z−j−1 for −N ≤ −1 ≤ −1, and integrate over
∂D(0, r) with 0 < r � 1. We get

Aj =
1

2πi

∫
∂D(0,r)

(T − (λ+ z)I)−1z−j−1 dz,

so we get

Π = −A−1 =
1

2πi

∫
∂D(0,r)

((λ+ z)I − T )−1 dz.

We now claim that Π is a projection. Let 0 < r1 < r2 � 1, and write

Π2 =

∫
∂D(0,r2)

∫
∂D(0,r1)

((λ+ w)I − T )−1((λ+ z)I − T )−1 1

2πi
dz

1

2πi
dw

=

∫
∂D(0,r2)

∫
∂D(0,r1)

1

w − z
((λ+ z)I − T )−1 1

2πi
dz

1

2πi
dw

−
∫
∂D(0,r2)

∫
∂D(0,r1)

1

w − z
((λ+ w)I − T )−1 1

2πi
dz

1

2πi
dw

Apply Cauchy’s integral formula to both terms. The second term equals 0.

= Π.

Now in the Laurent expansion, multiply by T − (λ+ z)I on the left to get

I = (T − λI)A−Nz
−N +

∞∑
j=−N+1

((T − λI)Aj −Aj−1)zj ,

which gives
(T − λI)A−N = A−N (T − λI) = 0

(T − λI)Aj −Aj−1 =

{
0 j 6= 0, j ≥ N + 1

1 j = 0.
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So [T,Aj ] = 0 for all j, and

A−N = (T − λI)A−N+1 = (T − λI)2A−N+2 = · · · = (T − λI)N−IA−1.

We get that (T − λI)NA−1 = 0. Also, I +A−1 = (T − λI)A0, so applying (T − λI)N gives
us

(T − λI)N = A0(T − λI)N+1.

Thus, if (T − λI)N+1x = 0, then (T − λI)Nx = 0. It follows that Nλ = ker(T − λI)N , so
dim(ker(Tλ)) <∞ because T − λI is Fredholm of index 0.

It remains to show that im(A−1) = Nλ = ker((T − λI)N ). If x ∈ Nλ, then x+A−1x =
(T − λI)A0x = (TλI)2A1x = · · · = (T − λI)NAN−1x = 0. So im(A−1) = Nλ.

We can write B = Nλ ⊕ ker(Π). This is a T -invariant decomposition. Moreover,
(T − λI)|Nλ is nilpotent, and (T − λI)ker(Π) is bijective.

22.2 Spectra of self-adjoint operators

Assume now that B = H is a complex Hilbert space.

Definition 22.1. An operator is self-adjoint if 〈Tx, y〉 = 〈x, Ty〉 for all x, y ∈ H.

Example 22.1. Let H = L2((0, 1)), and let Tu(x) =
∫ 1

0 K(x, y)u(y) dy, where K ∈
C([0, 1]× [0, 1]) is such that K(x, y) = K(y, x).

Proposition 22.2. Let T ∈ L(H,H) be self-adjoint. Then Spec(T ) ⊆ R, and the resolvent
R(z) = (T − zI)−1 ∈ L(H,H) satisfies ‖R(z)‖L(H,H) ≤ 1/| Im(z)| for z ∈ C \ R.

Proof. Let z = i+ iy with y 6= 0, and compute

‖(T − zI)u‖2 = 〈(T − xI)u− iyu, (T − xI)u− iyu〉
= ‖(T − x)u‖2 + i 〈((T − x)u, yu〉 − i 〈yu, (T − x)u〉︸ ︷︷ ︸

=0

+y2‖u‖2.

We get
‖(T − z)u‖2 = ‖(T − x)u‖2 + y2‖u‖2 ≥ y2‖u‖2,

so ‖(T−zI)u‖ ≥ | Im(z)|‖u‖, so T−zI is injective and im(T−zI) is closed. So H = im(T−
z)⊕ im(T − z)⊥, where im(T − z)⊥ = {x : 〈(T − z)y, x〉 = 0 ∀y ∈ H} = ker(T − zI) = {0}.
So we get that T − zI : H → H is bijective, and ‖(T − z)−1‖L(H,H) ≤ 1/| Im(z)|.

Remark 22.1. Let T ∈ L(H,H). Then T is uniquely determined by the function x 7→
〈Tx, x〉. If 〈Tx, x〉 = 0 for all x, then we polarize:

〈T (y + z), y + z〉 = 0, 〈T (y + iz), y + iz〉 = 0,
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for all y, z ∈ H, so

〈Ty, z〉+ 〈Tz, y〉 = 0, 〈Ty, z〉 − 〈Tz, y〉 = 0,

which give us 〈Ty, z〉 = 0. So T = 0. So T is self adjoint if and only if 〈Tx, x〉 ∈ R for all
x ∈ H.

Now let T be compact and self adjoint. Let λ ∈ Spec(T ) \ {0}. Then z 7→ (T − zI)−1

has a pole at z = λ, and the pole is simple. We get

(T − zI)−1 =
Πλ

λ− z
+ Hol(z)

for 0 < |z − λ| � 1. Πλ is projection onto ker(T − λI), and Πλ is self-adjoint. Indeed,
Πλ = limz→λ(λ − z)(T − zI)−1, and if z approaches λ along the real axis, then this is
self-adjoint.

Next time, we will show that

(T − zI)−1 =
∑

λj∈Spec(T )\{0}

Πλj
λj − z

for Im(z) 6= 0.
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23 The Spectral Theorem for Compact, Self-Adjoint Oper-
ators

23.1 Orthogonal projections and the resolvent

Let H be a Hilbert space, and let T : H → H be compact and self-adjoint. Then Spec(T ) ⊆
R. If λ ∈ Spec(T ) \ {0}, then R(z) = (T − zI)−1 = Πλ

λ−z + Hol(z) for 0 < |z − λ| < ε� 1,
where Πλ is an orthogonal projection with im(Πλ) = ker(T − λI).

Let λ1, λ2 be distinct nonzero eigenvalues of T , and notice that

ΠλjΠλk = 0

if j 6= k. This follows from the fact that ker(−λjI) ⊥ ker(T − λkI). It follows that the
series

∑
j≥1 πλjx converges in H for all x. Indeed,

N∑
j=1

‖Πλjx‖
2 ≤ ‖x‖2

for each N by Bessel’s inequality, so the same bound holds for the infinite sequence. Then∥∥∥∥∥∥
N∑
j=1

Πλjx−
M∑
j=1

Πλjx

∥∥∥∥∥∥
2

=

∥∥∥∥∥∥
N∑

j=M+1

Πλjx

∥∥∥∥∥∥
2

=
N∑

j=M+1

‖Πλjx‖
2 N,M→∞−−−−−−→ 0

If we let Πx =
∑

j≥1 Πλjx, then Π ∈ L(H,H) is an orthogonal projection.

Proposition 23.1. For all x ∈ H and z ∈ C \ R,

R(z)x = (T − zI)−1x =

∞∑
j=1

Πλjx

λj − z
.

The series in the right hand side converges with ‖
∑∞

j=1

Πλjx

λj−z‖ ≤ ‖x‖/| Im(z)|.

Proof. Consider

f(z) = 〈R(z)x, y〉 −
∞∑
j=0

〈
Πλjx, y

〉
λj − z

for all x, y ∈ H and z ∈ C\R. Then f is holomorphic on C\{0}, ‖f(z)| ≤ 2‖x‖‖y‖/| Im(z),
and |f(z)| ≤ O(1/|z|2) as |z| → ∞. Indeed,

R(z) = (T − zI)−1 = ((−z)(I − T/z))−1 = −1

z
I +O(1/|z|2)
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∞∑
j=1

Πλj

λj − z
= −1

z

∑
Πλj︸ ︷︷ ︸

=I

+I(1/|z|2),

and we get the decay of f . We can write the Laurent expaansion at z = 0,

f(z) =

∞∑
j=−∞

ajz
j ,

1

2πi

∫
|z|=R

f(z)

zj+1
dz

for 0 < |z| <∞.
We claim that aj = 0 for all j. If j + 1 ≥ 0, let R � 1. Then |aj | ≤ O(1/R2)R → 0.

So f(z) =
∑−2

j=−∞ ajz
j . If j + 1 < 0, then let k = −j − 1 > 0. Then, assuming that∫

f(z)zk−2 dz = 0. ∫
|z|=R

f(z)zk dz =

∫
|z|=R

f(z)zk−2(z2 −R2) dz,

so ∥∥∥∥∥
∫
|z|=R

f(z)zk dz

∥∥∥∥∥ ≤ 2‖x‖‖y‖
∫
|z|=R

Rk−2

| Im(z)
|z2 −R2| |dz|

z=Rw
= R

2‖x‖‖y‖
R

Rk−2R2

∫
|w|=1

|w2 − 1|
| Im(w)|

|dw|

= 2‖x‖‖y‖Rk
∫
|w|=1

|w2 − 1|
| Im(w)|

|dw|︸ ︷︷ ︸
<∞

.

Letting R→ 0, we get aj = 0 for all j.

Remark 23.1. Observe that

‖R(z)x‖2 =
∞∑
j=0

1

|λ− z|2
‖Πλjx‖

2.

We also get that

‖(T − zI)−1‖L(H,H) =
1

dist(z,Spec(T ))
.

This estimate remains valid for all self-adjoint T ∈ L(H,H), but we will not prove that in
this course.
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23.2 The missing projection

Write λ0 = 0 and Πλ0 = I −Π. Then Πλ0 is an orthogonal projection.

Proposition 23.2. Πλ0 is the orthogonal projection onto ker(T ).

Proof. Write

x = (T − zI)R(z)x =
∞∑
j=1

(T − zI)Πλjx

λj − z
+

(T − z)Πλ0x

−z
=
∞∑
j=1

Πλjx+ Πλ0x︸ ︷︷ ︸
=x

−TΠλ0x

z

So TΠλ0 = 0, and im(Πλ0 ⊆ ker(T ). IF x ∈ ker(T ), then

−x/z = R(z)x =

∞∑
j=1

Πλjx

λj − z︸ ︷︷ ︸
=0

−Πλ0x

z
.

So x = Πλ0x, making x ∈ im(Πλ0).

We can write x =
∑∞

j=0 Πλjx for all x, which is equivalent to H =
⊕

j≥0Hj , where
Hj = ΠλjH = ker(T − λjI).

Theorem 23.1 (spectral theorem for compact, self-adjoint operators). Let T ∈ L(H,H)
be compact and self-adjoint. Then H has an orthonormal basis consisting of eigenvectors
of T .

Proof. Choose an orthonormal basis in Hj , j ≥ 0.
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24 Duality and Weak Topologies

24.1 The weak topology

Definition 24.1. Let F and G be two vector spaces over K = R or C, and suppose
〈·, ·〉 : F × G → K sending (x, y) 7→ 〈x, y〉 is a bilinear form. The form is said to define a
duality between F and G if

1. If 〈x, y〉 = 0 for all y ∈ G, then x = 0.

2. If 〈x, y〉 = 0 for all x ∈ F , then y = 0.

Example 24.1. Let F be a Banach space B, and let G = B∗. Then F and G are in
duality by Hahn-Banach.

Definition 24.2. The locally convex topology in F defined by the seminorms x 7→ | 〈x, y〉 |
for y ∈ G is called the weak topology in F and is denoted by σ(F,G).

We also have a weak topology σ(G,F ) in G. What are open sets in σ(F,G)? A set
O ⊆ F is open in σ(F,G) iff for all x0 ∈ O, there exists ε > 0 and y1, . . . , yN ∈ G such
that {x ∈ F : | 〈x− x0, yj〉 < ε ∀1 ≤ j ≤ N} ⊆ O.

σ(F,G) and σ(G,F ) are Hausdorff topologies.

24.2 Continuity and convergence in the weak topology

Lemma 24.1. A linear form L : F → K is continuous for σ(F,G) if and only if there
exists a unique y ∈ G such that L(x) = 〈x, y〉 for all x ∈ F .

Proof. (⇐= ): This follows immediately from the definition of the topology.
( =⇒ ): L is continuous for σ(F,G) iff there exist y1, . . . , yN and C > 0 such that

|L(x)| ≤ C
∑N

j=1 | 〈x, yj〉 | for x ∈ F . We get that 〈x, y1〉 = · · · = 〈x, yN 〉 = 0 =⇒ L(x) = 0

so that L(x) =
∑N

j=1 αj 〈x, yj〉 =
〈
x,
∑N

j=1 αjyj

〉
.6

Definition 24.3. Let (xn) be a seuqence in F , and let x ∈ F . We say that xn → x in
σ(F,G) (or converges weakly) if for all y ∈ G, 〈xn, y〉 → 〈x, y〉.

Proposition 24.1. Let F = B be a Banach space, and let xn → x in σ(B,B∗). Then
(xn) is bounded: ‖xn‖ ≤ C for n = 1, 2, . . . and ‖x‖ ≤ lim infn→∞ ‖xn‖.

Proof. For all ξ ∈ B∗, 〈xn, ξ〉 is bounded, so by Banach Steinhaus, there exists some C > 0
such that | 〈xn, ξ〉 | ≤ C‖ξ‖ for n = 1, 2, . . . . So ‖xn‖ ≤ C.

Since | 〈xn, ξ〉 | ≤ ‖ξ‖‖xn‖, | 〈x, ξ〉 | ≤ ‖ξ‖ lim infn→∞ ‖xn‖. So ‖x‖ ≤ lim infn→∞ ‖xn‖.

6The proof that L is a linear combination of these forms follows from a problem on Homework 1.
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Example 24.2. Let ξj ∈ Rn be such that |ξj | → ∞. Then, for ϕ ∈ L2, ϕn(x) := eix·ξjϕ(x)
satisfies ‖ϕj‖L2 = ‖ϕ‖, and ϕj → 0 in σ(L2, L2). Indeed, for f ∈ L2,

〈ϕj , f〉 =

∫
eix·ξj ϕ(x)f(x)︸ ︷︷ ︸

∈L1

dx
j→∞−−−→ 0

by Riemann-Lebesgue.

24.3 Closed and convex sets in the weak topology

Proposition 24.2. Let B be a Banach space, and let C ⊆ B be convex and nonempty.
Then C is closed in σ(B,B∗) if and only if C is closed in the usual (strong) sense.

Proof. ( =⇒ ): If C is closed in σ(B,B∗), then Cc is open in σ(B,B∗), so Cc is open in
the strong sense. So C is closed in the strong sense.

( ⇐= ): Let C ⊆ B be convex and strongly closed. We claim that Cc is open in
σ(B,B∗). Le x0 /∈ C. By he geometric Hahn-Banach theorem, there exists a continuous
linear form f on B such that infx∈C(Re(f(x)) − Re(f(x0)) > 0. Thus, there exists an
α ∈ R such that Re(f(x0)) < α < Re(f(x)) for x ∈ X. The set N = f−1({z : Re(z) < a})
is open in σ(B,B∗) (as f is continuous on σ(B,B∗)), x0 ∈ N , and N ∩ C = ∅. It follows
that Cc is weakly open. So C is weakly closed.

Here is a fact to help with intuition for what the weak topology is like.

Proposition 24.3. Let B be an infinite dimensional Banach space, and let S = {x ∈ B :
‖x‖ = 1} be the unit sphere. The closure of S in σ(B,B∗) is {x ∈ B : ‖x‖ ≤ 1}.

Proof. The closed ball {x : ‖x‖ ≤ 1} is convex, so it is weakly closed, and S
σ(B,B∗) ⊆ {x :

‖x‖ ≤ 1}. On the other hand, let ‖x0‖ < 1. We check that any neighborhood U of x0

in σ(B,B∗) meets S. We can assume that U = {x : | 〈x− x0, ξj〉 | < ε ∀} with ξj ∈ B∗.
Notice that

⋂N
j=1 ker(ξj) 6= {0}. Let y0 6= 0 ∈

⋂∞
j=1 ker(ξj). Then x0 + λy0 ∈ U for all

λ, so the function g(λ) = ‖x0 + λy0‖ for λ ≥ 0 is continuous and goes to ∞ at ∞. Since
g(0) < 1, we get a λ such that x0 + λy0 ∈ S ∩ U .

24.4 The weak∗ topology

Definition 24.4. Let B be a Banach space. The weak topology σ(B∗, B) is called the
weak∗ topology.

Remark 24.1. The weak ∗ topology on B∗ is weaker than the weak topology σ(B∗, B∗∗).

Next time, we will prove the following theorem.

Theorem 24.1 (Banach-Alaoglu). The closed unit ball U = {ξ ∈ B∗ : ‖ξ‖B∗ ≤ 1} is
compact in σ(B∗, B).

59



25 The Weak∗ Topology and the Banach-Alaoglu Theorem

25.1 Completeness of the weak∗ topology

Proposition 25.1. Let ξn ∈ B∗ be such that ξn−ξm → 0 in σ(B∗, B) as n,m→∞. Then
there exists ξ ∈ B∗ such that ξn → ξ in σ(B∗, B).

Proof. We have 〈x, ξm〉 − 〈x, ξm〉 → 0 for each x ∈ B, so the limit limn→∞ 〈x, ξn〉 exists
pointwise, and we can let 〈x, ξ〉 = limn→∞ for x ∈ B. Then ξ ∈ B∗ by the Banach-Steinhaus
theorem.

25.2 Tychonov’s theorem and the Banach-Alaoglu theorem

Theorem 25.1 (Banach-Alaoglu). Let B be a Banach space. Then the closed unit ball
U = {ξ ∈ B∗ : ‖ξ‖ ≤ 1} is compact in σ(B∗, B).

The main point in the proof is Tychonov’s theorem from point set topology. Let’s
review this.

Let (Xα)α∈J be a collection of topological spaces. Then the product space X =∏
α∈J Xα = {f : J →

⋃
α∈J Xα | f(α) ∈ Xα ∀α ∈ J}. is equipped with the product

topology, the weakest topology such that the projection maps pα : X → Xα sending
x 7→ xα (where x = {xα}α∈J) are continuous for all α. A base for the product topology is
given by the finite intersection

⋂
finite p

−1
α (Oα), where Oα ⊆ Xα is open.

Theorem 25.2 (Tychonov). If Xα is compact for all α ∈ J , then the space X =
∏
α∈J Xα

is compact in the product topology.

We will not prove this, but we will use this in our proof of the Banach-Alaoglu theorem.

Proof. When x ∈ B, let Dx = {z ∈ K : |z| ≤ ‖x‖}. If ξ ∈ U = {ξ ∈ B∗ : ‖ξ‖ ≤ 1},
then 〈x, ξ〉 ∈ Dx for all x. Consider the injective map γ : U → D =

∏
x∈BDx sending

ξ 7→ {〈x, ξ〉}x∈B. Equip U with the weak∗ topology and D with the product topology.
We claim that γ is continuous. Let O be an open set in D. We can assume that

O = {f = (fx)x∈B : |fxj − cxj | < εxj , εxj > 0, cxj ∈ Dxj , 1 ≤ j ≤ N}. Then the inverse
image γ−1(O) = {ξ ∈ U : | 〈xj , ξ〉 − cxj | < εxj , 1 ≤ j ≤ N} is open in σ(B∗, B). Similarly,
γ−1 : im(γ)→ U is continuous. So γ : U → im(γ) is a homeomorphism.

It suffices to check that im(γ) ⊆ D is compact in the product topology. By Tychonov’s
theorem, D is compact, so we only need that im(γ) is closed. We have that

im(γ) = {f = (fx)x∈B ∈ D : fx+y = fx + fy, fλx = λfx ∀x, y ∈ B, ∀λ ∈ C}

=
⋂

x,y∈B
{f : fx+y = fx + fy} ∩

⋂
λ∈C
x∈B

{f : fλx = λfx}.
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We now claim that Ex,λ := {f = (fy)y∈B : fλx = λfx} is closed in D. Let f0 ∈ Ex,λ.
An open neighborhood of f0 is a set of the form Vx,ε := {f ∈ D : |fx − f0,x| < ε}. Let
f ∈ Ex,λ ∩ Vλx,ε ∩ Vx,ε; Vλx,ε ∩ Vx,ε is an open neighborhood of f0. Then

|f0,λx − λf0,x| = |f0,λx − fλx + λfx − λf0,x|
≤ |f0,λx − fλx|+ |λ||fx − f0,x|
≤ ε+ |λ|ε,

so f0 ∈ Ex,λ. The result follows.

Now that we have proved the theorem in full generality, it is worth noting that for
separable Banach spaces, there is an elementary proof.

Proposition 25.2. Let B be a separable Banach space, and let x1, x2, . . . be a dense subset.
Then the seminorms ξ 7→ | 〈xk, ξ〉 | for j = 1, 2, . . . define the same ropology as σ(B∗, B).

Proof.

Corollary 25.1. Let B be a separable Banach space. Then U = {ξ ∈ B∗ : ‖ξ‖ ≤ 1} is a
compact metrizable space in the weak∗ topology σ(B∗, B).

Proof. If ‖ξn‖ ≤ 1 for n = 1, 2, . . . , then there exists a subsequence (ξnk) converging in
σ(B∗, B).

61



26 Applications of Banach-Alaoglu

26.1 Banach-Alaoglu for separable Banach spaces

Last time, we stated the following proposition.

Proposition 26.1. If G is separable with the dense subset {x1, x2, . . . }, then the semi-
norms ξ 7→ | 〈xj , ξ〉 | for ξ ∈ U = {ξ : ‖x‖ ≤ 1} and j = 1, 2, . . . define the same topology
as σ(B∗, B) on U .

Proof. It sufficies to check that if O ⊆ U is open for σ(B∗, B), then O is open for the
topology determined by these seminorms. Let ξ0 ∈ U and N be an open neighborhood of
ξ0 in σ(B∗, B). We can assume that N = {ξ ∈ U : | 〈yj , ξ − ξ0〉 | < ε ∀1 ≤ j ≤ M}. We
claim that N contained a neighborhood of ξ0 in the topology defined by the seminorms.
For each j ∈ {1, . . . ,M}, pick kj such that ‖yj − xkj‖ < ε/4. If |

〈
xkj , ξ − ξ0

〉
| < ε/2 for

1 ≤ j ≤M , then

| 〈yj , ξ − ξ0〉 | ≤ |
〈
yj − xkj , ξ − ξ0

〉
|︸ ︷︷ ︸

≤‖yj−xkj ‖‖ξ−ξ0‖<ε/2

+ |
〈
xkj , ξ − ξ0

〉
|︸ ︷︷ ︸

<ε/2

< ε

for all ξ ∈ N and 1 ≤ j ≤ M . Then N ⊇ {ξ ∈ U : |
〈
xkj , ξ − ξ0

〉
| < ε/2, 1 ≤ j ≤ M}, and

the result follows.

Corollary 26.1. If B is separable, then U = {ξ ∈ B∗ : ‖ξ‖ ≤ 1} is a complete metrizable
space for σ(B∗, B).

Example 26.1. Let fn ∈ Lp(Rd) for 1 < p ≤ ∞ be bounded: ‖fn‖Lp ≤ C. Then there
exists a subsequence fnk and f ′ ∈ Lp such that∫

fnkg dx→
∫
fg dx

for g ∈ Lq with 1/p+ 1/q = 1.
When p = 1, L1(Rd) ⊆ M(Rd), the space of bounded measures on Rd. If ‖fn‖L1 ≤ C,

then there exists a subsequence fnk and a µ ∈M(Rd) such that∫
fnkg dx→

∫
gdµ

for all g ∈ C0(Rd), the space of functions which vanish at ∞.

62



26.2 Applications of Banach-Alaoglu to minimizing functionals

Definition 26.1. A Banach spaceB is reflexive if the natural linear isometry J : B → B∗∗

sending x 7→ (ξ 7→ 〈x, ξ〉) is a bijection.

Proposition 26.2 (Minimization of functionals7). Let B be a reflexive Banach space with
B∗ separable, and let J : B → R be a function such that

1. J is convex: J(λu+ (1− λ)v) ≤ λJ(u) + (1− λ)J(v) fir 0 ≤ λ ≤ 1 and u, v ∈ B.

2. J is norm lower semicontinuous: For all x ∈ R, the set {u ∈ B : J(u) > a} is open
iff if un → u0 in B, then J(u0) ≤ lim infn→∞ J(un).

3. J is coercive: There exists C > 1 such that J(u) ≥ ‖u‖q/C − C for all u, for some
q ≥ 1.

In particular, µ = infu∈B J(u) > −∞. Then there exists some u0 ∈ B such that J(u0) = µ.

Proof. Let un ∈ B be such that J(un) → µ. Property 3 implies that (un) is bounded:
‖un‖ ≤ C. By Banach-Alaoglu, there exists a subsequence (unk) and u0 ∈ B such that
unk → u0 in σ(B,B∗). Now J is convex norm lower semicontinuous, so {u ∈ B : J(u) ≤ a}
is closed and convex. By convexity, it is weakly closed, so J is lower semicontinuous with
respect to σ(B,B∗). If unk → u0 in σ(B,B∗), then H(u0) ≤ lim inf J(unk) = µ, and we
get the claim.

Here is a concrete application.

Example 26.2. Let Ω ⊆ Rn be open and bounded and let H1(Ω) = {u ∈ L2(Ω) : ∂xju ∈
L2(Ω) ∀1 ≤ j ≤ n} be a Hilbert space with the inner product 〈u, v〉H1 = 〈u, v〉L2 +
〈∇u,∇v〉L2 . Define H1

0 (Ω) to be the closure of C∞0 (Ω) in H1(Ω). This is not all of H1;
roughly, u ∈ H1

0 (Ω) iff u ∈ H1(Ω) and “u|∂Ω = 0.”
Apply the abstract discussion when B = H1

0 (Ω) and J(u) = (1/2)
∫

Ω |∇u|
2 dx−

∫
Ω fu dx

where f ∈ L2(Ω).8 We claim that there exists some u0 ∈ H0 which is a minimizer of J .
Observe that:

1. J is convex.

2. J is continuous.

3. J is coercive: J(u) ≥ ‖∇u‖2L2 −‖f‖L2‖u‖L2 ≥ ‖∇u‖2L2 − ε‖u‖L2 − (1/ε)‖f‖2L2 . Since
‖u‖|L2 ≤ C‖∇u‖L2 for u ∈ C∞0 , we get J(u) ≥ (1/C)‖u‖2H − C.

7This application comes from calculus of variations.
8This is sometimes called the Dirichlet functional.
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So we have a minimizer J(u0) ≤ J(u0 + εv) for all ε. Then

d

dε

∣∣∣∣
ε=0

J(u0 + εv) = 0,

where −∆u0 = f and u0 ∈ H0(Ω).
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27 Reflexive Spaces and Kakutani’s theorem

27.1 Helly’s lemma

Let B be a Banach space. Recall that B is called reflexive if the natural map J : B → B∗∗

given by x 7→ (ξ 7→ 〈x, ξ〉) is a bijection. We want to characterize reflexive spaces. First
we need a lemma.

Lemma 27.1 (Helly). Let B be a Banach space, and let ξ1, . . . ξm ∈ B∗ and α1, . . . , αn ∈ K
(= R or C). The following conditions are equivalent:

1. For each ε > 0, there exists xε ∈ B such that ‖xε‖ ≤ 1 and | 〈xε, ξj〉 − αj | < ε for
1 ≤ j ≤ n.

2. For all β1, . . . , βn ∈ K, |
∑n

j=1 βjαj | ≤ ‖
∑n

j=1 βjξj‖.

Proof. (1) =⇒ (2): Let β1, . . . , βn ∈ K be given, and let S =
∑n

j=1 |βj |. For ε > 0, we
have ∣∣∣∣∣∣

n∑
j−1

βj 〈xε, ξj〉 −
n∑
j=1

βjαj

∣∣∣∣∣∣ < εS =⇒

∣∣∣∣∣∣
n∑
j=1

βjαj

∣∣∣∣∣∣ ≤
∥∥∥∥∥∥

n∑
j=1

βjξj

∥∥∥∥∥∥ ‖xε‖︸︷︷︸
≤1

+εS.

Letting ε→ 0 gives us |
∑n

j=1 βjαj | ≤ ‖
∑n

j=1 βjξj‖.
(2) =⇒ (1): Consider the linear, continuous map F : B → Kn sending x 7→

(〈x, ξ1〉 , . . . , 〈x, ξn〉). Then condition 1 holds if and only if (α1, . . . , αn) ∈ F ({x ∈ B : ‖x‖ ≤
1}). Assume that (α1, . . . , αn) /∈ F ({x ∈ B : ‖x‖ ≤ 1}) (which is closed and convex in Kn).
By the geometric Hahn-Banach theorem, there exists a continuous, linear form f on Kn

and γ ∈ R such that Re(f(y)) < γ < Re(f(α1, . . . , αn)) for all y ∈ F ({x ∈ B : ‖x‖ ≤ 1}).
Writing f(y) = β · y =

∑n
j=1 βjyj , we get

Re

 n∑
j=1

βj 〈x, ξj〉

 < γ < Re

 n∑
j=1

αjβj

 ≤
∣∣∣∣∣∣
n∑
j=1

αjβj

∣∣∣∣∣∣
for all x ∈ B with ‖x‖ ≤ 1. So

Re

〈
x,

n∑
j=1

βjξj

〉
< γ <

∣∣∣∣∣∣
n∑
j=1

αjβj

∣∣∣∣∣∣
for all x ∈ B with ‖x‖ ≤ 1. Replacing x by eiθx (with θ ∈ R), we get by varying θ that〈

x,

n∑
j=1

βjξj

〉
< γ <

∣∣∣∣∣∣
n∑
j=1

αjβj

∣∣∣∣∣∣
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if ‖x‖ ≤ 1. That is, ∥∥∥∥∥∥
n∑
j=1

βjξj

∥∥∥∥∥∥ ≤ γ <
∣∣∣∣∣∣
n∑
j=1

αjβj

∣∣∣∣∣∣ ,
which contradicts condition 2.

Lemma 27.2. Let B be a Banach space. Then the set J({x ∈ B : ‖x‖ ≤ 1}) is dense in
{z ∈ B∗∗ : ‖z‖ ≤ 1} for the weak topology σ(B∗∗, B∗).

Proof. Let z ∈ B∗∗ with ‖z‖ ≤ 1, and let V be an open neighborhood of z in the topology
σ(B∗∗, B∗). We claim that V ∩ J({x ∈ B : ‖x‖ ≤ 1}) 6= ∅. We may assume that V has
the form V = {y ∈ B∗∗ : | 〈ξj , y − z〉 | < ε ∀1 ≤ j ≤ n} with ε > 0 and ξj ∈ B∗. We must
show that there exists x ∈ B with ‖x‖ ≤ 1 such that | 〈x, ξj〉 − 〈ξj , z〉 | < ε for 1 ≤ j ≤ n.
Letting αj = 〈ξj , z〉, we notice that for all β1, . . . , βn ∈ K,∣∣∣∣∣∣

n∑
j=1

βjαj

∣∣∣∣∣∣ =

∣∣∣∣∣∣
〈

n∑
j=1

βjξj , z

〉∣∣∣∣∣∣ ≤
∥∥∥∥∥∥

n∑
j=1

βjξj

∥∥∥∥∥∥
B∗

‖z‖B∗∗︸ ︷︷ ︸
≤1

≤

∥∥∥∥∥∥
n∑
j=1

βjξj

∥∥∥∥∥∥
B∗

.

By the previous lemma, there exists an xε ∈ B with ‖xε‖ ≤ 1 such that | 〈xε, ξj〉−αj | < ε.
Thus, J(xε) ∈ J({x ∈ B : ‖x‖ ≤ 1}) ∩ V .

Remark 27.1. Notice that J({x ∈ B : ‖x‖ ≤ 1}) ⊆ {z ∈ B∗∗ : ‖z‖ ≤ 1} is closed in the
strong sense.

27.2 Kakutani’s theorem

Proposition 27.1. Let B1, B2 be Banach spaces, and let T ∈ L(B1, B2). Then T :
(B1, σ(B1, B

∗
1))→ (B2, σ(B2, B

∗
2)) is continuous.

Proof. Let O ⊆ B2 be open for σ(B2, B
∗
2). We may assume that O = {y ∈ B2 :

| 〈y − x, ηj〉 | < ε ∀1 ≤ j ≤ n}, where x ∈ B2, ηj ∈ B∗2 , and ε > 0. Then

T−1(O) = {z ∈ B1 : | 〈Tz − x, ηj〉 | < ε ∀1 ≤ j ≤ n}
= {z ∈ B1 : | 〈Tz, ηj〉 − 〈x, ηj〉 | < ε ∀1 ≤ j ≤ n}
= {x ∈ B1 : | 〈z, T ∗ηj〉 − 〈x, ηj〉 | < ε ∀1 ≤ j ≤ n},

which is open in B1 for σ(B1, B
∗
1) since T ∗ηj ∈ B∗1 .

Theorem 27.1 (Kakutani). A Banach space B is reflexive if and only if the closed unit
ball {x ∈ B : ‖x‖ ≤ 1} is compact for the weak topology σ(B,B∗).
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Proof. Assume first that B is reflexive. Then J({x ∈ B : ‖x‖B ≤ 1}) = {y ∈ B∗∗ :
‖y‖B∗∗ ≤ 1} is compact in the weak∗ topology σ(B∗∗, B∗) by Banach Alaoglu. We only
have to check that J−1 : (B∗∗, σ(B∗∗, B∗))→ (B, σ(B,B∗)) is continuous (as a continuous
image of a compact set is compact). When O = {y ∈ B : | 〈y − x, ξ〉 | < ε} with x ∈ B,
ξ ∈ B∗ and ε > 0 is open in σ(B,B∗), it suffices to check that (J−1)−1(O) = J(O) is open in
B∗∗ with respect to σ(B∗∗, B∗). This follows from J(O) = {z ∈ B∗∗ : | 〈ξ, z〉− 〈x, ξ〉 | < ε}.

Assume that {x ∈ B : ‖x‖ ≤ 1} is compact for the weak topology σ(B,B∗). We claim
that the map J : (B, σ(B,B∗)) → (B∗∗, σ(B∗∗, B∗∗∗)) is continuous. Indeed, J : B →
B is strongly continuous (as an isometry), and so the claim follows. Now B∗ ⊆ B∗∗∗,
so the topology σ(B∗∗, B∗) on B∗∗ is weaker than σ(B∗∗, B∗∗∗), and it follows that J :
(B, σ(B,B∗)) → (B∗∗, σ(B∗∗, B∗)) is continuous. We get that J({x ∈ B : ‖x‖ ≤ 1}) is
compact for σ(B∗∗, B∗) as the continuous image of a compact set is compact. It is also
dense in {x ∈ B∗∗ : ‖z‖ ≤ 1} for the topology σ(B∗∗, B∗). Therefore, J({x ∈ B : ‖x‖ ≤
1}) = {z ∈ B∗∗ : ‖z‖ ≤ 1} and hence, J(B) = B∗∗. So B is reflexive.
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28 Properties of Reflexive Spaces

28.1 Reflexivity of subspaces and the dual space

Last time we proved Kakutani’s theorem, that a Banach space B is reflexive if and only if
{x ∈ B : ‖x‖ ≤ 1} is compact for σ(B,B∗).

Proposition 28.1. Let B be a reflexive Banach space, and let M ⊆ B be a closed subspace.
Then M is reflexive.

Proof. We have to show that {x ∈M : ‖x‖ ≤ 1} is compact for σ(M,M∗). Now σ(M,M∗)
agrees with the topology induced on M by σ(B,B∗). We can write {x ∈ M : ‖x‖ ≤ 1} =
M ∩ {x ∈ B : ‖x‖ ≤ 1}, where {x ∈ B : ‖x‖ ≤ 1} is compact for σ(B,B∗). M is closed
and convex, so it is closed for σ(B,B∗). Therefore, M ∩ {x ∈ B : ‖x‖ ≤ 1} is compact for
σ(B,B∗), so it is compact for σ(M,M∗). By Kakutani’s theorem, M is reflexive.

Corollary 28.1. A Banach space B is reflexive if and only if B∗ is reflexive.

Proof. ( =⇒ ): By Banach-Alaoglu, {ξ ∈ B∗ : ‖ξ‖ ≤ 1} is compact for σ(B∗, B). B
is reflexive, so this topology agrees with σ(B∗, B∗∗), as B is reflexive. This is the weak
topology on B∗. By Kakutani’s theorem, B∗ is reflexive.

( ⇐= ): If B∗ is reflexive, by the first part of the proof, B∗∗ is reflexive. Now J :
B → B∗∗ is isometric, so J(B) ⊆ B∗∗ is closed. So J(B) is reflexive. We claim that B is
reflexive. In general, if B1 and B2 are Banach spaces with B2 reflexive and there exists
T ∈ L(B1, B2) is bijective, then B1 is reflexive. The adjoint T ∗ : B∗2 → B∗1 is bijective; for
all ξ ∈ B∗1 , there exists a unique η ∈ B∗2 sicj tjat ξ = T ∗η. Let y ∈ B∗∗1 , and consider (for
ξ ∈ B∗1),

〈ξ, y〉 = 〈T ∗η, y〉 = 〈η, T ∗∗y〉 = 〈η, x〉 ,

where x ∈ B2, since B is reflexive (so we can view T ∗∗ : B∗∗1 → B2). We get

〈ξ, y〉 = 〈x, (T ∗)−1︸ ︷︷ ︸
=(T−1)∗

ξ〉 = 〈T−1x︸ ︷︷ ︸
∈B1

, ξ〉.

This shows that B1 is reflexive, and we get that B is reflexive.

We record the general statement we have proved here for completeness.

Proposition 28.2. Let B1 and B2 be Banach spaces with B2 reflexive, and let T ∈
L(B1, B2) is bijective. Then B1 is reflexive.

Example 28.1. L1(Rn) is not reflexive, so L∞(Rn) is not reflexive. This differs from the
spaces Lp for 1 < p <∞, which are reflexive.
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28.2 Compactness properties of the weak topology

Corollary 28.2. Let B be a reflexive Banach space, and let K ⊆ B be closed, bounded,
and convex. Then K is compact for σ(B,B∗).

Proof. K is closed and convex, so K is closed for σ(B,B∗). Moreover, K ⊆ {x ∈ B : ‖x‖ ≤
C}, which is compact for σ(B,B∗). So K is compact.

Recall: Let B be a separable Banach space, and let ξn ∈ B∗ be a such that ‖ξn‖ ≤ C.
Then there exists a subsequence (ξnk) which converges in σ(B∗, B). We have a similar
statement for reflexive Banach spaces which need not be separable.

First, we state a basic fact that we will use.

Proposition 28.3. Let B be a Banach space. If B∗ is separable, then so is B.

We do not have time to prove this statement, but you can either do the proof yourself
or see the proof in Folland’s textbook (exercise 25 in chapter 5).

Theorem 28.1. Let B be a reflexive Banach space, and let (xn) be a bounded sequence.
There exists a subsequence (xnk) which converges in σ(B,B∗).

Proof. Let M0 ⊆ B be the space of finite linear combinations of the xns. M0 is separable
(using rational coefficients), and so is M = M0. Then xn ∈M for all n, and M∗ is separable
and reflexive. Then J(M) is separable, and J(M) = M∗∗. Since M∗∗ is separable, we get
that M∗ is separable. It follows that the weak topology σ(M,M∗) on {x ∈M : ‖x‖ ≤ 1} is
metrizable. Thus, {x ∈ M : ‖x‖ ≤ 1} is a compact metric space for σ(M,M∗), and there
exists a subsequence (xnk) which converges in σ(M,M∗). In other words, 〈xnk , η〉 → 〈x0, η〉
for all η ∈M∗. If ξ ∈ B∗, then ξ|M ∈M∗ and so xnk → x0 in σ(B,B∗).

Remark 28.1. If B is a Banach space, then B is separable and reflexive if and only if B∗

is separable and reflexive.
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